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Abstract

The large development of wireless services and the scarcity of the usable frequencies require an efficient use of the radio spectrum
which guarantees interference avoidance. The channel assignment problem (CAP) achieves this goal by partitioning the radio spectrum into
disjoint channels, and assigning channels to the network base stations so as to avoid interference. On a flat region without geographical
barriers and with uniform traffic load, the network base stations are usually placed according to a regular plane tessellation, while the
channels are permanently assigned to the base stations. This paper considers the CAP problem on the honeycomb grid network topology,
where the plane is tessellated by regular hexagons. Interference between two base stations at a given distance is avoided by forcing
the channels assigned to such stations to be separated by a gap which is proportional to the distance between the stations. Under these
assumptions, the CAP problem on honeycomb grids can be modeled as a suitable coloring problem. Formally, given a honeycomb grid
G= (V ,E) and a vector(�1, �2, . . . , �t ) of positive integers, anL(�1, �2, . . . , �t )-coloring ofG is a functionf from the vertex setV to
a set of nonnegative integers such that|f (u)−f (v)|��i , if d(u, v)= i,1� i� t , whered(u, v) is the distance (i.e. the minimum number
of edges) between the verticesu andv. An optimalL(�1, �2, . . . , �t )-coloring forG is one minimizing the largest used integer over all
such colorings. This paper presents efficient algorithms for finding optimalL(2,1)-, L(2,12)- andL(1t )-colorings of honeycomb grids.
Such colorings use less colors than those needed by the cellular and square grids with the same number of vertices.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction

In a wireless network, the main difficulty against an ef-
ficient use of the radio spectrum is given by interference,
caused by unconstrained simultaneous transmissions, which
result in damaged communications. The channel assignment
problem (CAP) models the job of efficiently assigning the
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radio spectrum to the set of base stations of the network.
Such a problem, that first appeared in TV broadcasting and
military communications in late 1960s, keeps renewing its
interest due to the large development of wireless telephone
networks (e.g. FDMA, TDMA, GSM networks) and satellite
communication[1]. Although there are many different mod-
els, all scenarios are characterized by a set of transmitters
(usually, antennae), a set of disjoint channels (frequencies)
obtained partitioning the radio spectrum, and a strategy for
assigning channels to transmitters so that data communica-
tions are possible.

The channel assignment can be done following sev-
eral strategies[14]. In the fixed channel assignment
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(FCA), channels are statically assigned to the transmitters
for their exclusive and permanent use, and remain stable over
time [1,5,17]. Opposite to FCA, dynamic channel assign-
ment (DCA) maintains all channels in a central pool, and
dynamically assigns them to the transmitters for temporary
use [7,10,11]. Finally, hybrid channel assignment (HCA)
combines the two above strategies[14]. FCA performs well
when the traffic load is uniform in time and in space, since
it yields maximum channel reusability. In contrast, DCA
is more suited in the case of short-term temporal and spa-
tial traffic variations, since it privileges the flexibility of the
channel allocation with respect to the channel reusability.
Under mixed traffic conditions, either HCA or FCA with
borrowing are used. HCA, which has channels partitioned
into fixed and dynamic sets, performs well when on the top
of a constant traffic load there is a fraction of highly variable
communications. In the FCA with borrowing, a transmitter
which has used all its statically assigned channels can oc-
casionally borrow free channels from its neighboring trans-
mitters.

This paper concentrates on FCA. Using this technique,
the CAP can be modeled as variants of vertex graph col-
oring (for surveys, see[1,13,18]). Formally, an undirected
graphG = (V ,E) models the wireless network, where the
vertices inV represent the transmitters and the edges inE

represent pairs of transmitters that may potentially interfere.
The separation required to avoid interference between the
frequencies assigned to the edge end-points is represented
by a label of the edge. Colors (i.e. frequencies) have to be
assigned to the vertices so that the separation constraints are
verified and an objective function is optimized. Typical ob-
jective functions range from minimizing the difference be-
tween the largest and the lowest used colors while avoid-
ing interference (called, minimum-span) to minimizing in-
terferences using a given number of colors (called, fixed-
spectrum)[1,16]. Moreover, typical values for the separation
labels are upper bounded by 3[1].

For arbitrary network topologies and general separation
constraints, the resulting vertex coloring problems are com-
putationally intractable (i.e., NP-hard). Therefore, the CAP
problem is usually addressed by means of heuristic ap-
proaches, like genetic algorithms, taboo search, saturation
degree, simulated annealing, and ants heuristics, just to name
a few[1]. The performance of such heuristics is compared on
widely accepted benchmarks, like CELAR data, COST 259
data, and Philadelphia instances. In particular, the Philadel-
phia instances, that have been heuristically solved to opti-
mal for the minimum-span objective function, suggest the
relevance of topologies based on regular tessellations of the
plane. In such a case, the interference phenomena depend on
the distance among the antennae. Thus, the separation con-
straints are modeled by a separation vector(�1, �2, . . . , �t )
of positive integers such that channels assigned to base sta-
tions at distancei be at least�i apart[1,13,14], which im-
plies that the same color can be reused only at stations whose
distance is larger thant . Typical values oft studied so far

(b)(a) (c)

Fig. 1. The possible grids of 16 vertices: (a) honeycomb grid, (b) square
grid, and (c) cellular grid.

are upper bounded by 4, while typical values of the separa-
tions are�1 = 3 or 2, �2 = 2 or 1, and�3 = �4 = 1 [1].
However, in the next generation of wireless access systems,
due to the decreasing cost of infrastructures and to the need
of wider bandwidth, a large number of small cells, each with
significant power, is expected to cover a huge communica-
tion region[25]. Therefore, the upper bound oft is expected
to become much larger than 4.

It is worth to note that, exploiting the regularity of plane
tessellation, several algorithms have been devised to find op-
timal solutions in polynomial time in the simplest case when
a single color per vertex has to be assigned[5,20,21]. Such
solutions can then be used to derive sub-optimal solutions
in the more general uniform multi-coloring case, where the
same numberm of channels has to be assigned to each ver-
tex. Indeed, this can be accomplished by optimally assigning
one color per vertex, e.g. usings colors in total, and then
coloring each vertex bym colors repeatedly shifteds chan-
nels up. Precisely, if a vertex gets the single colori, then it
receives also colorsi + s, i + 2s, . . . , i + (m− 1)s.

It is well-known that only three different regular tessel-
lations of the plane exist, depending on the kind of regu-
lar polygons used. Specifically, the honeycomb, square and
cellular tessellations cover the plane, respectively, by regu-
lar hexagons, squares, and triangles. Such tessellations can
be used to place at the polygon vertices the base stations of
the wireless communication networks, leading to three well-
known topologies:honeycomb, squareand cellular grids,
depicted in Fig.1 for 16 vertices. So far, the most stud-
ied topology for wireless communication networks has been
the cellular grid. However, the performance of a topology
can be evaluated with respect to several parameters, such
as degreeand diameter. Comparing the above three grids
in terms of degree and diameter, measured with respect to
the same number of vertices, one notes that a honeycomb
grid has the smallest degree, a cellular grid has the smallest
diameter, while a square grid is always worst. However, as
proved in[22], defined the networkcostas the product of
the degree and diameter, the honeycomb grid beats both the
cellular and square grids, as summarized in Table1 for grids
with n vertices (in such a table, coefficients are rounded and
additive constants are neglected).

This paper investigates for the first time the minimum-
span FCA problem on honeycomb grid network topologies,
where a single channel has to be assigned to each station. By
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Table 1
Comparison of networks, each withn vertices (data are approximated)
[22]

Network Degree Diameter Cost

Honeycomb grid 3 1.63
√
n 4.9

√
n

Square grid 4 2
√
n 8

√
n

Cellular grid 6 1.16
√
n 6.93

√
n

the above-mentioned standard techniques, the proposed so-
lutions can be readily generalized to uniform multi-coloring
and HCA.

Formally, the channel assignment problem to be stud-
ied in this paper can be modeled as follows. LetG =
(V ,E) be an undirected graph representing the honeycomb
grid and let(�1, �2, . . . , �t ) be the separation vector. An
L(�1, �2, . . . , �t )-coloring of G is a functionf from the
vertex setV to the set of nonnegative integers{0, . . . , �}
such that|f (u)−f (v)|��i , if d(u, v) = i,1� i� t , where
d(u, v) is the distance (i.e. the minimum number of edges)
between the verticesu andv. An optimalL(�1, �2, . . . , �t )-
coloring forG is one minimizing� over all such colorings.
Note that, since the set of colors includes 0, the overall num-
ber of colors involved by an optimal coloringf is in fact
� + 1 (although, due to the channel separation constraint,
some colors in{1, . . . , �−1} might not be actually assigned
to any vertex). Thus, the channel assignment problem con-
sists of finding an optimalL(�1, �2, . . . , �t )-coloring forG.
Note that anL(1)-coloring is just a classical vertex color-
ing. In this case the channel assignment problem is called
chromatic number problem. In case of separation vectors
containing repeated integer values, a more compact notation
will be convenient and so, as an example,(�1,1q) will be a
shorthand for(�1,1,1, . . . ,1︸ ︷︷ ︸

q

).

This paper provides efficient algorithms to find optimal so-
lutions for theL(2,1)-, L(2,12)-, andL(1t )-coloring prob-
lems on honeycomb grids. This paper follows the same graph
theoretical approach first outlined in[3,4,9,15,20], which
has led to several optimal solutions for particular topologies
and/or separations. Although theL(1t )-coloring problem,
for any positive integert , has been proved to be intractable
in [15] for arbitrary graphs, optimal colorings have been pro-
posed for rings, square grids and chordal graphs[4,2]. More-
over, optimalL(�1,1t−1)-colorings have been devised for
rings, square grids and cellular grids[5,21]. In addition, op-
timal L(�1, �2)-colorings on square grids and cellular grids
have been given in[24]. Finally, theL(2,12)-coloring prob-
lem has been also optimally solved for square grids, cellular
grids and rings[5,24], while optimalL(2,1)-colorings were
given in [6,8,12,19].

The rest of the present paper is structured as follows. Sec-
tion 2 briefly recalls some preliminary graph theoretical re-
sults (e.g., augmented graph, clique,t-independent set) that
will be used in the following sections. Moreover, a simple
distributed scheme is given to allow the vertices to compute
their own relative positions in the grid, in case these infor-

mation are not already available. Such positions will then
be used by the vertices to self-assign their proper channel
in constant time. Section3 provides simple, periodic, and
arithmetic rules to optimally solve inO(1) time theL(2,1)-
andL(2,12)-coloring problems.

Section4, the chest of this paper, considers theL(1t )-
coloring problem for arbitraryt . When t is odd, Section
4.1 first shows a lower bound on the minimum number of
colors which is based on the size of a clique, called diamond.
Then, once a diamond is optimally colored, an optimal grid
coloring is obtained by tessellating the entire grid by replicas
of the colored diamond. Two different tessellations may arise
depending on the symmetry of the diamond, but in both
cases each grid vertex can color itself in constant time. When
t is even, the lower bound on the size of a clique is too
weak. Therefore, Section4.2 shows a stronger lower bound
which is based on the size of at-independent set. Then, it
is shown how each vertex can color itself inO(1) time by
a simple, periodic, and arithmetic rule. Finally, conclusions
are offered in Section5, where it is also pointed out that all
the solutions proposed in this paper for the honeycomb grid
use less colors than those needed by the cellular and square
grids with the same number of vertices.

2. Preliminaries

TheL(1)-coloring problem on a graphG is exactly the
classical vertex coloring problem onG, where the mini-
mum number of colors needed is� + 1 = �(G), the chro-
matic numberof G. Similarly, given any separation vec-
tor �̄ = (�1, �2, . . . , �t ), the minimum number of colors
needed toL(�̄)-colorG will be denoted by��̄(G) and called

the �̄-chromatic numberof G. In the special case ofL(1t )-
colorings, the termt-chromatic numberof G, denoted by
�t (G), will be used. A very simple lower bound for�t (G) is
obtained by considering themaximum clique(i.e. the largest
complete subgraph)K of the augmentedgraphAG,t built
up as follows. The vertex set ofAG,t is the same as the ver-
tex set ofG, while an edge[r, s] belongs to the edge set of
AG,t iff the distanced(r, s) between the verticesr ands in
G satisfiesd(r, s)� t . The role ofK is apparent for deriving
lower bounds on the minimum number of channels for the
L(1t )-coloring problem onG. Indeed, since for each pair of
vertices inK there is an edge inAG,t , all the vertices inK
are mutually at distance smaller than or equal tot in G, and
therefore they must be colored differently. Hence, the size
of the largest clique ofAG,t , known as theclique number
�(AG,t ), is a lower bound on thet-chromatic number. That
is, �t (G)��(AG,t ).

A t-independent setis a subsetSt of vertices ofG whose
pairwise distance is at leastt + 1. If the size ofSt is the
largest possible, thenSt is amaximum t-independent set, and
is denoted byS∗

t . Clearly, given at-independent setSt , all
its vertices can get the same color in anL(1t )-coloring. In
this way, assigning different colors to differentt-independent
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sets one obtains a feasibleL(1t )-coloring. Conversely, given
a feasibleL(1t )-coloring, all the vertices with the same color
form a t-independent set. A minimumL(1t )-coloring uses
as many colors as the minimum number oft-independent
sets that cover all the vertices. Moreover, any feasibleL(1t )-
coloring uses at least as many colors as the minimum number
�t (G) of maximum t-independent sets that cover all the
vertices, that is�t (G)��t (G).

Clearly, theL(2,1)- and L(2,12)-colorings require at
least as many colors as theL(12)- and L(13)-colorings,
respectively. However, in some cases, such trivial lower
bounds can be improved by the following results. Let the
complement graphG = (V ,E) of a graphG = (V ,E) be
the graph having the same vertex setV asG and having the
edge setE obtained by swapping edges and non-edges in
E. Recall that aHamilton pathis a path that traverses each
vertex of a graph exactly once.

Lemma 1 (Griggs and Yeh[12] ). Let G be a graph of di-
ameter t, that is havingd(u, v)� t for every pair of vertices
u andv of G. Then, �(2,1t−1)(G) = |V (G)| if and only ifG
has a Hamilton path.

Consider thestar graphS� which consists of acenter
vertexc with degree�, and� ray vertices of degree 1.

Lemma 2 (Griggs and Yeh[12] ). Let the center c ofS� be
already colored. Then

�(2,1)(S�)�
{

� + 2 if f (c) = 0 or f (c) = � + 1,
� + 3 if 0< f (c) < � + 1.

Let G1 andG2 be any two graphs, and letV (G) denote
the vertex set of a graphG. A t-homomorphismfromG1 to
G2 is a total function� : V (G1) 
→ V (G2) such that
1. �(u) = �(v) only if u = v or d(u, v) > t ;
2. d(�(u),�(v)) = d(u, v) if d(u, v) < t .

Now, if g is anL(�1, . . . , �t )-coloring ofG2, and� is
a t-homomorphism fromG1 to G2, then the composition
g ◦ � is anL(�1, . . . , �t )-coloring ofG1.

In this paper, the honeycomb grid is considered, and op-
timal channel assignment algorithms will be shown for suf-
ficiently large grids. For the sake of simplicity,brick rep-
resentations of honeycomb grids will be adopted from now
on. Specifically, as shown in Fig.2, each hexagon will be
represented by a rectangle spanning 3 rows and 2 columns.
In this way, a honeycomb gridH of sizen = rc is repre-
sented byr rows andc columns, indexed respectively, from
0 to r − 1 (from top to bottom) and from 0 toc − 1 (from
left to right), with r�3 andc�2. A generic vertexu of H
is denoted byu = (i, j), wherei is its row index andj is
its column index. Note that each vertex has degree 3, except
for some vertices on the borders. In particular, each vertex
(i, j), which does not belong to the grid borders, is adjacent

0

1

2

3

4

5

0 1 2 3 4

Fig. 2. A brick representation of a honeycomb grid of size 6× 5.

to the following 3 vertices:

1.



(i, j + 1) if i + j is even,
or
(i, j − 1) if i + j is odd,

2. (i − 1, j),
3. (i + 1, j).

The channel assignment algorithms to be presented allow
any vertex to self-assign its proper channel in constant time
provided that it knows its relative position within the honey-
comb grid. If this is not the case, such relative positions can
be computed for all the vertices using a simple distributed
algorithm requiring optimal time and optimal number of
messages, as detailed in the next subsection.

2.1. Distributed computation of relative positions

Assume that each vertex of the grid only knows its own
geographic position (e.g. by means of its I.D. or a local geo-
graphic position system (GPS)) and the names of its neigh-
bors (which can be easily obtained by the usual topology-
exchange distributed algorithm[23]).

The vertices are assumed to be asynchronous and can
communicate by exchanging control messages (e.g. via ded-
icated system signals). There is only one kind of control
message, which is sent by a vertex to tell its geographic po-
sition and its relative position to all its neighbors. When a
vertex receives a control message from a neighbor, it is ca-
pable of recognizing whether the sender is a North, South,
East, or West neighbor, by comparing its geographic position
and that of the sender (the agreement about the actual cardi-
nality points can be established and broadcast by the vertex
starting the computation, after knowing the GPS positions
of its neighbors). When a vertex receives a control message
from a neighbor, if it has not yet computed its position and
some conditions are met, then it computes its own relative
position and in turn sends a control message, otherwise it
neglects the message.
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The computation is started by the upper-left corner ver-
tex in the honeycomb grid, which is the only vertex know-
ing its position (0,0). A control message is structured as
CM(v, gv, i, j), wheregv and(i, j) are the geographic and
relative positions ofv, respectively. When a vertexu re-
ceivesCM(v, gv, i, j) from a North neighborv and i�1,
thenu computes its relative position(i + 1, j) and sends
CM(u, gu, i + 1, j) so as to propagate the computation
downwards along the columns of the honeycomb grid. In
the first two rows, however, different conditions have to be
dealt with. Specifically, ifv is a West neighbor ofu and
i = 0, thenu computes its position(0, j + 1) and sends
CM(u, gu,0, j+1), while if v is a South neighbor ofu and
i = 1, thenu computes(0, j) and sendsCM(u, gu,0, j). As
for the vertices in the second row, ifv is a North neighbor and
i = 0, thenu computes(1, j) and sendsCM(u, gu,1, j),
while if v is a West neighbor andi = 1, thenu computes
(1, j + 1) and sendsCM(u, gu,1, j + 1).

It is easy to see that the overall number of messages re-
quired isO(rc) while the total time isO(r + c), assuming
that a message reaches its destination inO(1) time. Since
there arerc vertices in the grid and the grid diameter is
O(r + c), the channel assignment for all the vertices can be
performed in a distributed fashion so as to require an opti-
mal time and an optimal number of messages.

3. Optimal L(2,1)- and L(2,12)-colorings

This section considers theL(2,1)- andL(2,12)-coloring
problems on honeycomb grids. First, lower bounds on the
minimum number of colors are exhibited for both problems.
Then, simple, periodic, and arithmetic rules to optimally
color inO(1) time each grid vertex are given.

The following lower bound holds for theL(2,1)-coloring
problem.

Lemma 3. Let H be a honeycomb grid of sizer × c, with
r�3 andc�3. Then�(2,1)(H)�6.

Proof. It follows immediately from Lemma 2 since there is
at least one vertex of degree 3 that cannot be colored either
0 or 4. Hence,�(2,1)(H)�6. �

Next, a simple, periodic, and arithmetic rule is proposed
toL(2,1)-color with 6 colors any honeycomb gridH . Given
any vertexu = (i, j) of H , the algorithm simply assigns in
O(1) time the color

f (u) = (2i + 3j)mod 6

to vertex u. As an example, an optimal coloring for the
honeycomb grid of Fig.2 is illustrated in Fig.3.

Theorem 1. The above coloring algorithm delivers a feasi-
bleL(2,1)-coloring with6 colors. ThisL(2,1)-coloring is
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2

0

2

0

4

4 4 4

Fig. 3. OptimalL(2,1)-coloring of a honeycomb grid.

optimal for any honeycomb grid H of sizer × c, with r�3
andc�3.

Proof. Consider a generic vertexu = (i, j) of H . Let
v = (h, k) be any vertex adjacent tou. Then, eitherk = j

andh = i ± 1, whencef (v) ≡6 f (u) ± 2, or h = i and
k = j ± 1, whencef (v) ≡6 f (u)± 3, where≡m denotes a
congruence modulom. Consider therefore a nodev = (h, k)

with d(u, v) = 2. Note that only two cases are possible:
Case1: k = j and h = i ± 2. In this case,f (v) ≡6

f (u)± 4.
Case2: k = j ± 1 andh = i ± 1. In this case, either

f (v) ≡6 f (u)± 5 or f (v) ≡6 f (u)± 1.
The optimality follows from Lemma 3. �

Consider now theL(2,12)-coloring problem. The follow-
ing lower bound holds.

Lemma 4. Let H be a honeycomb grid of sizer × c, with
r�4 andc�3, or r�5 andc = 2. Then�(2,12)(H)�7.

Proof. Consider the augmented graphAH,3 = (V ,E′)
and the subset of verticesS = {(0,0), (0,1), (1,0), (1,1),
(2,0), (2,1)}. Since all the 6 vertices inS are mutually at
distance at most 3 inH , they form a clique inAH,3. There-
fore, �(2,12)(H)�6.

In the case wherer�4 andc�3, consider the subgraph
HS induced byS and also the vertex (3,0). To use exactly 6
colors, vertex (3,0) must get the same color as vertex (0,1).
Moreover, the colors assigned to vertices (2,0) and (3,0)
must have a gap of at least�1 = 2. Hence, also the colors
of (2,0) and (0,1) must have a gap of at least�1 = 2. This is
equivalent to add inHS adummyedge between vertices (2,0)
and (0,1). The same reasoning can be repeated for the pairs
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(1,0)

(2,0)

(0,0)

(1,1)

(2,1)

(0,1)

(1,0)

(2,0)

(0,0)

(1,1)

(2,1)

(0,1)

HS
HS

Fig. 4. The subgraphHS with the dummy edges (dashed), and its com-
plementHS .

of vertices (1,1) and (1,0), and (2,1) and (0,0), as illustrated
in Fig. 4. Note thatHS with the dummy edges is isomorphic
to aK3,3 graph, that is a complete bipartite graph with 3
vertices per part. Now, consider the complementHS of HS ,
depicted also in Fig.4. There is no Hamilton path inHS
since it consists of two connected components. It follows
from Lemma 1 that�(2,12)(H)�7.

By a similar argument, the same lower bound can be
proved for honeycomb grids whenr�5 andc = 2. Indeed,
whenr�5 andc = 2, vertices (2,0) and (2,1) belong to two
distinct cliques inAH,3. Then, to keep�(2,12)(H) = 6, the
same colors used for vertices (0,0), (0,1), (1,0), (1,1) must
be reused for vertices (3,0), (3,1), (4,0), (4,1). In particular,
as explained before, vertices (3,0) and (3,1) must get the
same colors as (0,1) and (0,0). Thus, vertices (4,1) and (4,0)
must get the same colors as (1,0) and (1,1). As said, this is
equivalent to add inHS the threedummyedges between the
pairs of vertices (2,0) and (0,1), (2,1) and (0,0), and (1,0)
and (1,1). As before, there is no Hamilton path inHS . �

LetNn = {0, . . . , n−1} denote the set of the firstn natural
numbers. A simple, periodic, and arithmetic rule is proposed
to L(2,1,2)-color with 7 colors any honeycomb gridH .

A kernel fact in this construction is that, when con-
sidering anL(2,12)-coloring, the graphHS with dummy
edges introduced in the proof of Lemma 4 is iso-
morphic to the K3,3 graph. Moreover, recalling that
�(2,1,2)(G)��(2,12)(G)��(2,1)(G) for any G, and ob-
serving that�(2,1)(K3,3)�7 as shown in Fig.5, it holds
�(2,1,2)(H)�7.

The algorithm toL(2,1,2)-color the honeycomb gridH
works in two steps.
1. Fix any feasibleL(2,1)-coloringg : N6 
→ N6 of K3,3,

for example 0,6,1,4,2,5 as in Fig.5,
2. Assign to each vertexu = (i, j) the colorf (u) = g((i+

3j) mod 6).
Clearly such an algorithm requiresO(1) time to color

vertexu. As an example, an optimalL(2,1,2)-coloring for
the honeycomb grid of Fig.2 is illustrated in Fig.6.

Theorem 2. The above coloring algorithm delivers a fea-
sible L(2,1,2)-coloring with 7 colors. This L(2,1,2)-
coloring is optimal for both theL(2,12)- and L(2,1,2)-

g(1) = 6

g(3) = 4

g(2) = 1

g(0) = 0

g(5) = 5

g(4) = 2

Fig. 5. An L(2,1)-coloring g of K3,3.
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Fig. 6. OptimalL(2,1,2)-coloring of a honeycomb grid.

coloring problems for any honeycomb grid H of sizer × c,
with r�4 andc�3 or with r�5 andc = 2.

Proof. Let � : V (H) 
→ N6 be the function defined
as �(i, j) = (i + 3j)mod 6. Such a function is a 3-
homomorphism from any honeycomb gridH to K3,3.
Therefore,f (i, j) = g((i + 3j)mod 6) is an optimal color-
ing by Lemma 4. �

4. Optimal L(1t )-coloring

In this section, optimal solutions for theL(1t )-coloring
problem of sufficiently large honeycomb grids will be pre-
sented. The coloring depends on the value oft mod 8. In
particular, whent is odd (i.e.,t ≡ 1,3,5,7 mod 8) a lower
bound on the number of colors is given by the clique size
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of the augmented graphAH,t and this bound is achievable.
When t is even (i.e.,t ≡ 0,2,4,6 mod 8), the clique size
lower bound is no more achievable, and a stronger lower
bound is needed, which depends on the minimum number
of maximumt-independent sets.

4.1. L(1t )-coloring with t odd

In this subsection, the coloring of the honeycomb grid
is studied fort odd. First, a lower bound on the minimum
number of colors is proved which is based on a counting
argument on the size of a set of grid vertices, called dia-
mond, at reciprocal distance no larger thant . Then, once a
diamond is optimally colored, it is shown how an optimal
grid coloring can be obtained by tessellating the entire grid
by replicas of the colored diamond. Depending on the sym-
metry of the diamond, two different tessellations arise. The
first tessellation, called symmetric, deals with the valuest ≡
1,5 mod 8, while the other one, called asymmetric, involves
the valuest ≡ 3,7 mod 8. For the symmetric (resp., asym-
metric) case, Section4.1.1(resp., Section4.1.2) shows how
each grid vertex can color itself in constant time.

The following lower bound on the number of colors holds.

Lemma 5. Let t = 8p + q, with p�0 and q = 1,3,5,7.
There is anL(1t )-coloring of a honeycomb grid H of size
r × c, with r� t + 1 andc�

⌈
t−3

4

⌉ + ⌊
t+1

4

⌋ + 1, only if

�t (H)�




24p2 + 12p + 2 if q = 1,
24p2 + 24p + 6 if q = 3,
24p2 + 36p + 14 if q = 5,
24p2 + 48p + 24 if q = 7.

Proof. The maximum clique ofAH,t is a diamond
with

⌈
t−3

4

⌉ + ⌊
t+1

4

⌋ + 1 columns. The leftmost column has
(t + 1)− 2

⌈
t−3

4

⌉
vertices, and each subsequent column has

two extra vertices up to the central column which counts
t+1 vertices. Each of the remaining

⌊
t+1

4

⌋
columns, on the

right of the central one, decreases its size by two. In partic-
ular, the rightmost column has(t + 1) − 2

⌊
t+1

4

⌋
vertices.

Depending on the value ofq, the number of left columns is⌈
t − 3

4

⌉
=

{
2p if q = 1,3,
2p + 1 if q = 5,7,

while the number of right columns is

⌊
t + 1

4

⌋
=




2p if q = 1,
2p + 1 if q = 3,5,
2p + 2 if q = 7.

Note that the shape of the maximum clique varies with
q. For instance, Fig.7 shows the maximum cliques when
q = 1,3,5 and 7 andt = 17,19,21 and 23, respectively.

t = 17
p = 2
q = 1

t = 19
p = 2
q = 3 p = 2

t = 21

q = 5 p = 2
t = 23

q = 7

2p 2p 2p 2p + 1
2p + 12p + 1 2p + 1 2p + 2

Fig. 7. The maximum cliques (diamonds) fort = 17,19,21 and 23.

In general, the size of the maximum clique is given by

�(AH,t )= (t + 1)+

⌊
t+1

4

⌋∑
i=1

(t + 1 − 2i)

+

⌈
t−3

4

⌉∑
i=1

(t + 1 − 2i).

Solving the above formula witht = 8p + q, the proof
follows. �

By the above lemma, all the vertices of each diamond
must get a different color. An optimal solution for theL(1t )-
coloring problem, witht odd, can be easily achieved tessel-
lating the honeycomb grid by means of diamonds, all col-
ored in the same way. Observing Fig.7, one notes that di-
amonds have the same number of left and right columns,
i.e. they are symmetric, forq = 1,5; while they have one
more right column, i.e., they are asymmetric, forq = 3,7.
Therefore, there are two possible tessellations depending on
the symmetry of the diamonds, which are illustrated in Fig.
8 (wheret = 13 and 15 are assumed).

Theorem 3. When t is odd, the above algorithms lead to
optimalL(1t )-colorings for a honeycomb grid H of sizer×c,
with r� t + 1 andc�

⌈
t−3

4

⌉ + ⌊
t+1

4

⌋ + 1.

Proof. Observe that, in the tessellations, the diamond ver-
tices are all at mutual distance at mostt , and that two ver-
tices having the same relative position within two different
diamonds of the tessellation are at distance greater thant .
Hence, repeating the same vertex coloring for each diamond,
the same color is repeated in the tessellation only at vertices
whose distance is at leastt + 1. SinceH contains at least a
whole diamond, the optimality follows by Lemma 5.�

In the following, it is shown how a color can be assigned
in constant time to any vertexu of the grid, provided thatu
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Fig. 8. The honeycomb tessellation: on the left, by the symmetric diamonds(t = 13); on the right, by the asymmetric diamonds(t = 15).

knows its coordinates(i, j)within the network. The coloring
depends on the symmetry of the diamond.

4.1.1. Coloring with symmetric diamonds inO(1) time
In this section, in order to achieve a simple, periodic,

and arithmetic rule for coloring the grid vertices, a super-
tessellation is imposed on the grid. Such a super-tessellation
consists of large rectangles, each containing several dia-
monds.

Consider the symmetric case witht = 8p + 1 (the other
symmetric case witht = 8p+5 can be dealt with similarly).
In such a case, the diamond has as many right columns as
its left columns, namely 2p (see the leftmost diamond in
Fig. 7).

Observe the honeycomb tessellation by the symmetric di-
amonds, and restrict the attention to the rectangleR, con-
sisting of the leftmost 4p + 1 columns and the uppermost
�(AH,8p+1) = 24p2 + 12p + 1 rows of the grid, as de-
picted in Fig.9 for t = 9 (namelyp = 1). Clearly, the top
left corner ofR has coordinates (0,0). Sequentially scanning
top-down the vertices in column 0 ofR, 4p + 1 different
diamonds are encountered. Moreover, for each traversed di-
amond, a different column is encountered and overall all the
4p + 1 diamond columns, and hence all the diamond ver-
tices, are met. By the above property, assigning a different
color to each vertex in column 0 ofR allows each diamond
within the tessellation to be colored the same using the min-
imum number of colors.

To achieve such a goal, some technicalities are introduced
below. First, let the diamond columns be numbered from
left to right, starting from 0 and ending at 4p. The diamond
columns met along column 0 ofR follow the order shown
in Table2. Formally, denoted byx(j) the order in which the
diamond columnj is encountered, it holds that

x(j) = j (4p − 1)mod(4p + 1).

4

1

2

0

3

x ( j) 0  3  1  4  2

j  0  1  2  3  4

size ( j) 6  8 10 8  6

pred ( j) 0 22 6 30 16

j   0  1  2  3  4

t = 9
p = 1

ω = 37

∆ ( j) 0 23 8 31 16

φ (i,j)

(i, j)

Fig. 9. The diamond columns encountered by scanning column 0 ofR
(left). The coloring ofH by copies ofR (right).

Conversely, given the orderx in which a column is encoun-
tered, the column indexcol(x) results to be

col(x) = 2pxmod(4p + 1).

Moreover, the size, i.e. the number of vertices, of the dia-
mond columnj is given by

size(j) =
{

4p + 2 + 2j if 0 �j�2p,
12p + 2 − 2j if 2p�j�4p.
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Table 2
The order in which diamond columns are encountered

Order 0 1 2 3 4 . . . 4p − 1 4p
Column 0 2p 4p 2p − 1 4p − 1 . . . 1 2p + 1

Finally, the number of vertices of a diamond that have been
encountered before the topmost vertex of columnj is

pred(j) =
x(j)−1∑
k=0

size(col(k)).

As an example,x(j), size(j) andpred(j) are also shown
in Fig. 9 (left) for t = 9 (i.e.p = 1).

Now, in order to assign different colors to all the vertices
in column 0 ofR, let the color of vertex(i,0) be simply
g(i,0) = i. The coloring of the entire rectangleR is ob-
tained assigning to the remaining columns a suitable cyclic
shift of the coloring of column 0. Such a cyclic shift is cho-
sen so that all the diamond columns with the same number
are colored the same in all diamonds. To do this, let the shift
for column j be denoted by�(j). Given the above color-
ing for column 0 ofR, it is easy to see that�(j), where
0�j�4p, must be

�(j) =
{
(pred(j)+ 2p)− (2p − j) if 0 �j�2p,
(pred(j)+ 2p)− (j − 2p) if 2p�j�4p.

In conclusion, given any vertex(i, j) ∈ R, its color is de-
fined as

g(i, j) = (�(j)+ i)mod(24p2 + 12p + 1).

Note that, by construction, ifj = 0 theng(i,0) = i, while
if i = 0 theng(0, j) = �(j). The coloring of the entire grid
H is obtained by defining at-homomorphism� : V (H) 
→
V (R), which can be viewed as a covering ofH with colored
copies ofR, where the rectangles are shifted up by one row,
as shown in Fig.9 (right). Hence, for any vertex(i, j) ∈ H ,
its colorf (i, j) is given byg(�(i, j)), where

�(i, j)=
((
i +

⌊
j

4p + 1

⌋)
mod(24p2 + 12p + 1), j mod(4p + 1)

)
.

Observe that
⌊

j
4p+1

⌋
counts how many rows the rectangle

to which(i, j) belongs is shifted up with respect to the left-
most rectangle containing rowi. Clearly, if (i, j) ∈ R then
�(i, j) = (i, j) and thusf (i, j) = g(i, j). Observe also
thatR containsO(p3) vertices, and that the computation of
each�(j) requiresO(p) time. Sincet (and hencep) is a
constant, the coloring of vertex(i, j) takesO(1) time.

4.1.2. Coloring with asymmetric diamonds inO(1) time
In this section, in order to achieve a simple, periodic,

and arithmetic rule for coloring the grid vertices, a super-
tessellation is again imposed on the grid. Such a super-
tessellation, however, is much simpler than that introduced
for the symmetric case.

(i, j)

φ (i, j)

Fig. 10. The coloring ofH by copies ofR in the asymmetric case.

Consider now the asymmetric case witht = 8p+q, where
q = 3,7. In such a case, the diamond has one more right
column than its left columns (see Fig.7). Due to the fact that
the diamonds are horizontally aligned in the tessellation (see
Fig. 8), the coloring is much simpler than in the symmetric
case. Letleft and right denote the number of left and right
columns, respectively. As one can check in the proof of
Lemma 5

lef t =
{

2p if q = 3,
2p + 1 if q = 7

and

right =
{

2p + 1 if q = 3,
2p + 2 if q = 7.

Observe the honeycomb tessellation by the asymmetric
diamonds, and restrict the attention to the rectangleR, con-
sisting of the leftmostlef t + right + 1 columns and the
uppermostt − lef t − 1 rows of the grid. As before, the top
left corner ofR is vertex (0,0).

The number of vertices inR is exactly�(AH,t ), where

�(AH,t ) =
{

24p2 + 24p + 5 if q = 3,
24p2 + 48p + 23 if q = 7.

Due to such a property, any coloring of the gridH ob-
tained by coveringH by colored copies ofR (see Fig.10)
leads to a feasible and optimal coloring. Hence, one can use
any coloring ofR with as many colors as the number of
vertices. For the sake of simplicity, letR be colored in row-
major order. In details, given any vertex(i, j) ∈ R, let its
color be

g(i, j) = (i(lef t + right + 1)+ j)mod(�(AH,t )).

The coloring of the entire gridH is obtained by defining
a t-homomorphism� : V (H) 
→ V (R). Precisely, for any
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vertex (i, j) ∈ H , its color f (i, j) is given byg(�(i, j))
where

�(i, j)=
(
imod(t − lef t),

(
j − right

⌊
i

t − lef t

⌋)

mod(lef t + right + 1)

)
.

4.2. L(1t )-coloring with t even

In this subsection, the coloring of the honeycomb grid is
considered whent is even, that is whent ≡ 0,2,4,6 mod 8.
Again a lower bound on the size of a clique is presented
which, however, is too weak. Therefore, a stronger lower
bound based on the size of at-independent set is stated in
Section4.2.1. Even in this case, two tessellations could be
derived to optimally color the entire grid, based on properly
“enlarged” diamonds. However, a much simpler way to color
each vertex inO(1) time is devised in Section 4.2.2. Such
a method is based on a simple, periodic, and arithmetic rule
which applies to all four even valuest ≡ 0,2,4,6 mod 8.

The following simple lower bound on the number of colors
holds.

Lemma 6. Let t = 8p + q, with p�0 and q = 0,2,4,6.
There is anL(1t )-coloring of a honeycomb grid H of size
r × c, with r� t + 1 andc�� t4� + � t4� + 1, only if

�t (H)�




24p2 + 6p + 1 if q = 0,
24p2 + 18p + 4 if q = 2,
24p2 + 30p + 10 if q = 4,
24p2 + 42p + 19 if q = 6.

Proof. As in Lemma 5, the maximum clique ofAH,t is
again a diamond, which can be symmetric or asymmetric.
However, there are someholes(i.e., vertices not included in
the clique) on a single border column of the diamond. The
holes are located according to thecenterof the diamond. The
center is the middle vertex(i, j) of the central column, which
can be termed eitherleft centeror right centerdepending on
whether it is horizontally connected either to vertex(i, j−1)
or (i, j + 1), respectively. In the symmetric case, the holes
are located in the furthest column on the opposite side with
respect to the horizontal connection of the center. Namely,
if the clique has a left (resp., right) center then the holes
are on the rightmost (resp., leftmost) column. Instead, in
the asymmetric case, the holes are located on the same side
as the center connection. Namely, if the clique has a left
(resp., right) center then the holes are on the leftmost (resp.,
rightmost) column.

To compute the clique size�(AH,t ), consider first the
subcaset = 8p+ q, with q = 0,4. In this case, sincet is a
multiple of 4, the diamond consists of a central column of
t+1 vertices,t4 right columns, andt4 left columns. Moreover,

there areh = t
4 holes. In particular, depending on the value

of q,

t

4
=

{
2p if q = 0,
2p + 1 if q = 4.

The size of the maximum clique is given by

�(AH,t ) = (t + 1)+ 2
t/4∑
i=1

(t + 1 − 2i)− t

4
.

Solving the above formula witht = 8p yields �(AH,t ) =
24p2 + 6p + 1. Similarly, whent = 8p + 4, �(AH,t ) =
24p2 + 30p + 10 holds.

Consider now the subcaset = 8p + q, with q = 2,6.
In this case, the diamond is asymmetric and includes, in
addition to the central column,

⌈
t
4

⌉
columns on the same

side as the horizontal connection of the clique center, and⌊
t
4

⌋
columns on the opposite side. Hence, in the furthest

column, there areh = ⌊
t
4

⌋
holes. Depending on the value

of q,⌈
t

4

⌉
=

{
2p + 1 if q = 2,
2p + 2 if q = 6

and⌊
t

4

⌋
=

{
2p if q = 2,
2p + 1 if q = 6.

Hence, the size of the maximum clique is given by

�(AH,t )= (t + 1)+

⌈
t
4

⌉∑
i=1

(t + 1 − 2i)

− t

4
+

⌊
t
4

⌋∑
i=1

(t + 1 − 2i)−
⌊
t

4

⌋
.

Solving the above formula witht = 8p + 2, one
has �(AH,t ) = 24p2 + 18p + 4, while when t =
8p + 4,�(AH,t ) = 24p2 + 42p + 19.

As an example, Fig.11shows the maximum cliques when
q = 0,2,4 and 6 andt = 16,18,20 and 22, respectively. In
such a figure, the clique centers are depicted by black dots.

�

4.2.1. A stronger lower bound based ont-independent sets
In contrast to the caset odd, whent is even the lower

bound on the number of colors given by�(AH,t ) is no
more reachable by anL(1t )-coloring. Indeed it is possible
to derive a stronger lower bound based on the notion oft-
independent set.

Thus, consider now how a maximumt-independent set
S∗
t can be built. First observe that, in the case oft even,

due to the asymmetry of the horizontal connections, it is not
possible to choose three vertices pairwise at distancet + 1.
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p = 2
t = 16

q = 0

2p 2p 2p + 1
2p + 12p + 1

2p + 1 2p + 2

p = 2
t = 18

q = 2

2p

h = 2p

p = 2
t = 20

q = 4

h = 2p + 1

p = 2
t = 22

q = 6

h = 2p
h = 2p + 1

Fig. 11. The maximum cliques (diamonds) fort = 16,18,20 and 22. The
number of holes is denoted byh.

Lemma 7. When t is even, the minimum distances among
three closest vertices belonging toS∗

t are t + 1, t + 1 and
t + 2.

Proof. Let a vertexu = (i, j) of H be aleft vertex, if it is
horizontally connected to vertexs = (i, j − 1), or a right
vertexif it is connected tod = (i, j + 1).

By contradiction, assume there are 3 verticesu, v andw
such thatd(u, v) = d(v,w) = d(w, u) = t + 1. W.l.o.g.,
let u be a left vertex. Sincet + 1 is odd, then bothv and
w must be right vertices. This implies thatd(v,w) must
be even and greater thant . But this is a contradiction, and
d(v,w)� t + 2. �

Given a vertexv, all the vertices at distance at mostt from
v cannot belong to the samet-independent set. LetBt(v) be
the set of vertices at distance exactlyt +1 from v. It is easy
to show that|Bt(v)| = 3t + 3 for any t even, as depicted

t/2

t/2
t/2

vt/2 + 2

t/2

t/2 + 1
v

t/2 t/2

t/2 + 1

t/2t/2

t/2 + 2

Fig. 12. The setBt (v) of 3t + 3 vertices at distance exactlyt + 1 from vertexv: symmetric case (left), asymmetric case (right).

in Fig. 12 for the symmetric (left) and asymmetric (right)
cases.

To build a maximumt-independent set that contains
v, let select as many vertices as possible among those in
Bt(v). By Lemma 7, since those vertices are all at distance
t + 1 from v, they must be at distance at leastt + 2 among
them.

Lemma 8. When t is even, there is no way to select6 ver-
ticesu0, u1, . . . , u5 of Bt(v) such thatd(ui,u(i+1)mod 6) =
t + 2.

Proof. Since any two consecutive vertices ofBt(v) are at
distance 2, no more than one out oft+2

2 consecutive vertices

of Bt(v) can be selected. Therefore at most

⌊
3t+3
t+2

2

⌋
= 5

vertices can be selected.�

The following result also holds.

Lemma 9. When t is even, there is no way to select6 ver-
ticesu0, u1, . . . , u5 such that
• ui belongs toBt(v) for i = 1, . . . ,5;
• d(ui, ui+1) = t + 2, for i = 1, . . . ,4;
• d(u0, u1) = d(u0, u5) = t + 1.

Proof. After selecting u1, . . . , u5 on Bt(v) such that
d(ui, ui+1) = t + 2 for i = 1, . . . ,4, there aret − 2 ver-
tices ofBt(v) left out betweenu5 andu1 and t vertices at
distancet + 2 from v betweenu5 andu1 (see the squares
in Fig. 13). Since by Lemma 8,d(u0, v)� t + 2, there is no
way to choose any vertexu0 at distancet + 1 from bothu0
andu5 and at distancet + 2 from v. �
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t+1

t+1

t+1

t+1

t+1

v

Fig. 13. A vertexv and its setBt (v) of vertices (denoted by circles) at
distancet + 1 from v. Chosenu1, . . . , u5 in Bt (v) (depicted by black
circles), the possible candidates foru0 at distancet+2 from v are denoted
by squares.

In conclusion, by the previous lemmas, to build a max-
imum t-independent set including a given vertexv, one
should choose the six vertices closest tov such that at most
four of them are at distancet+1 fromv, and at least two of
them are at distancet + 2. This is possible for anyt even,
as shown for instance in Fig.14 whent = 8.

Moreover, in a maximumt-independent set such a prop-
erty should hold for any of its vertices, and in particular for
the 6 vertices closest tov.

Lemma 10. Let t = 8p + q, with p�0 andq = 0,2,4,6.
The minimum number of maximum t-independent sets that
cover a sufficiently large honeycomb grid H is

�t (H)�




24p2 + 8p + 1 if q = 0,
24p2 + 20p + 4 if q = 2,
24p2 + 32p + 11 if q = 4,
24p2 + 44p + 20 if q = 6.

Proof. Choose a vertexv of S∗
t and its 6 closest vertices

such that 4 of them are at distancet + 1 and the remaining
2 are at distancet + 2. By Lemma 6, each of these vertices
can be perceived as a center of a diamond. The vertices of
each diamond must belong all to different independent sets
because they are pairwise at distance at mostt . Building
such a diamond around each vertex ofS∗

t , one obtains a
tessellation ofH with someuncoveredvertices between any
two diamonds whose centers are at distancet+2. A possible
placement of the vertices of the maximumt-independent set
is depicted in Fig.15 for t = 8 (on the left) andt = 10 (on
the right). Note that there is no way to decrease the number

of uncovered vertices because, by Lemmas 8 and 9,v and
its 6 closest vertices are as dense as possible. Clearly, these
uncovered vertices cannot belong toS∗

t .
Since every center has two closest vertices at distance

t + 2, by observing Fig.15, one notes that there are two
groups of uncovered vertices adjacent to any diamond: one
group is above the diamond left columns and the other group
is below the diamond right columns. Now, a mapping can
be defined between each diamond center and the uncovered
vertices by assigning to a diamond with a left center the
uncovered vertices above its left columns, and assigning to
a diamond with a right center the uncovered vertices above
its right columns. Note that if the two diamond centers are
at distancet + 2, they are both either left or right centers.
Hence, the mapping assigns the uncovered vertices between
the two diamonds to one and only one of them.

Finally, the number of uncovered vertices associated to
each diamond is the minimum between the number of left
and right columns of the diamond, which in turn is exactly
equal the numberh of holes of the diamond:

h =
{

2p if q = 0,2,
2p + 1 if q = 4,6.

Hence, only one vertex out of the diamond vertices and its
holes, that is one out of�(AH,t ) + h vertices, can belong
to S∗

t . Therefore, the minimum number�t (H) of maximum
t-independent sets needed to cover the gridH , which must
be large enough to contain 7 diamonds and their uncovered
vertices (see Fig.14), is at least

�(AH,t )+ h =




24p2 + 8p + 1 if q = 0,
24p2 + 20p + 4 if q = 2,
24p2 + 32p + 11 if q = 4,
24p2 + 44p + 20 if q = 6. �

4.2.2. Optimal coloring inO(1) time
By Lemma 10, to derive optimal colorings whent is even,

one could consider a diamond enlarged in such a way that
it includes also all itsh holes. Then one could tessellate the
grid by means of the enlarged diamonds, using exactly the
same techniques already seen in the case thatt is odd.

However, whent = 8p+q is even, there is a simple, peri-
odic, and arithmetic rule for optimalL(1t )-coloring honey-
comb grids. Such a rule assigns inO(1) time to each vertex
u = (i, j) the color

f (i, j) = (�i + 	j)mod�t

where the proper values of the parameters� and	, for q =
0,2,4, and 6, are shown in Table3.

Theorem 4. When t is even, the above arithmetic rule leads
to a feasibleL(1t )-coloring for any honeycomb grid H. Such
an L(1t )-coloring is optimal when H is large enough to
contain7 diamonds and their uncovered vertices.
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Fig. 14. Two ways of selecting the 6 closest vertices to a vertexv in a maximumt-independent set.
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Fig. 15. The maximum 8-independent set (left) and 10-independent set (right) consisting of the diamond centers (depicted by black dots). The uncovered
vertices are shown by white circles.

Proof. In the following, it is shown that for any colored
vertexu = (i, j), its closest verticesv = (i′, j ′) colored the
same appear at distanced(u, v)� t + 1. For this purpose,
the following equation:

�|i′ − i| + 	|j ′ − j | ≡�t 0 (1)

is solved for t = 8p + q and q = 0,2,4 and 6, where
�,	 and�t are given in Table3. Recall thatd(u, v) in the
honeycomb grid is at least equal to the Manhattan distance
|i′ − i| + |j ′ − j |.

Case1: Whenq = 0, the above Eq. (1) becomes|i′ − i|+
(4p + 1)|j ′ − j | ≡24p2+8p+1 0. Solving such an equation,
one has the following six vertices:v1 = (i−2p, j+6p+1),
v2 = (i + 2p, j − 6p − 1), v3 = (i + 2p + 1, j + 6p),

v4 = (i − 2p − 1, j − 6p), v5 = (i + 4p + 1, j − 1), and
v6 = (i − 4p − 1, j + 1). By the Manhattan distance, it is
easy to see thatd(u, vi)�8p+ 1, with 1� i�4. Moreover,
d(u, v5) = d(u, v6) = �4p+1

2 �4 + 1 = 8p + 1.
Case2: Whenq = 2, Eq. (1) is (6p+ 2)|i′ − i| + (2p+

1)|j ′ −j | ≡24p2+20p+4 0. The solutions of the equation are:
v1 = (i−2p−1, j−6p−2), v2 = (i+2p+1, j+6p+2),
v3 = (i − 2p− 1, j + 6p+ 2), v4 = (i + 2p+ 1, j − 6p−
2), v5 = (i + 4p + 2, j), andv6 = (i − 4p − 2, j). By
the Manhattan distance, one hadd(u, vi) = 8p + 3, when
1� i�4. Finally,d(u, v5) = d(u, v6) = 44p+1

2 = 8p + 4.
Case3: Whenq = 4, one must solve|i′ − i| + (4p +

3)|j ′ − j | ≡24p2+32p+11 0, whose solutions are:v1 = (i −
2p − 2, j − 6p − 3), v2 = (i + 2p + 2, j + 6p + 3), v3 =
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Table 3
The values of the parameters in the rulef (i, j) = (�i + 	j)mod�8p+q
q � 	 �8p+q
0 1 4p + 1 24p2 + 8p + 1
2 6p + 2 2p + 1 24p2 + 20p + 4
4 1 4p + 3 24p2 + 32p + 11
6 6p + 5 2p + 2 24p2 + 44p + 20

(i − 2p − 1, j + 6p + 4), v4 = (i + 2p + 1, j − 6p − 4),
v5 = (i+4p+3, j−1), andv6 = (i−4p−3, j+1). When
1� i�4, d(u, vi)�8p + 5, while d(u, v5) = d(u, v6) =
8p + 5.

Case4: Whenq = 6, one obtains(6p+5)|i′ − i|+ (2p+
2)|j ′ − j | ≡24p2+44p+20 0. The closest vertices colored the
same are:v1 = (i + 2p + 2, j − 6p − 5), v2 = (i − 2p −
2, j + 6p + 5), v3 = (i + 2p + 2, j + 6p + 5), v4 =
(i − 2p − 2, j − 6p − 5), v5 = (i + 4p + 4, j), andv6 =
(i − 4p − 4, j). When 1� i�4, d(u, vi)�8p + 7, while
d(u, v5) = d(u, v6) = 8p + 8.

Note that in all the above cases, there are always four
vertices exactly at distance 8p + q + 1 and two vertices at
distance 8p+ q+ 2, as a consequence of Lemmas 8 and 9.

The optimality follows from Lemma 10, observed that
H must be sufficiently large to contain at least one of the
configurations depicted in Fig.14. �

5. Conclusion

This paper has considered a graph theoretical approach for
theL(2,1)-,L(2,12)-, andL(1t )-coloring problems on hon-
eycomb grids. Such coloring problems model the minimum-
span fixed channel assignment (FCA) problem on a flat re-
gion without geographical barriers, where the wireless net-
work base stations, placed according to a plane tessellation
based on regular hexagons, receive a single channel per sta-
tion. Precisely, after recalling some preliminary graph the-
oretical results, simple, periodic, and arithmetic rules were
presented to optimally solve theL(2,1)-, L(2,12)-, and
L(1t )-coloring problems. While the solutions for the first
two cases have been readily derived, a much more compli-
cated strategy has been followed to obtain the optimal solu-
tion for L(1t )-coloring.

The results derived in this paper are summarized in the
first row of Table4. Such table also indicates the mini-
mum number of channels required for the square and cel-
lular grids. Hence, overall the table summarizes the results,
known up to now in the literature, for the three grids which
correspond to all the plane tessellations based on regular
polygons. In all the cases, there are efficient algorithms to
assign channels to vertices. The channel assigned to any ver-
tex can be computed locally provided that the relative posi-
tion of the vertex in the network is known. Such a computa-
tion can be performed in constant time for all the networks.

Table 4
Minimum number of channels used for a sufficiently large networkG

(for honeycomb grids,t = 8p + q)

NetworkG L(1t ) L(2,1) L(2,12)

Honeycomb grid




24p2 + 8p + 1 if q = 0
24p2 + 12p + 2 if q = 1
24p2 + 20p + 4 if q = 2
24p2 + 24p + 6 if q = 3
24p2 + 32p + 11 if q = 4
24p2 + 36p + 14 if q = 5
24p2 + 44p + 20 if q = 6
24p2 + 48p + 24 if q = 7

6 7

Square grid � 1
2(t + 1)2� 7 9

Cellular grid � 3
4(t + 1)2� 9 12
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By observing Table4, one notes that, for anyt > 1, the pro-
posed colorings for honeycomb grids use less colors than
those needed by the cellular and square grids. For instance,
consideringt = 8p + q and deriving the minimum number
of channels for square grids, one obtains⌈
(t + 1)2

2

⌉
=

⌈
32p2 + 8p(q + 1)+ (q + 1)2

2

⌉
,

which is greater than the number of colors used for honey-
comb grids whenevert > 1.

The solutions in Table4 assume that a single channel has
to be assigned to each station. However, by standard tech-
niques, the proposed solutions can be readily generalized to
derive sub-optimal solutions for uniform multi-channel as-
signment and hybrid channel assignment. Indeed, when the
same numberm of channels has to be assigned to each ver-
tex, the optimal solution here proposed can be extended as
follows. Assume thats colors are used in total and that a
vertex gets the colori, then such a vertex receives also col-
ors i + s, i + 2s, . . . , i + (m − 1)s. Moreover, such a uni-
form multi-channel solution can be used to determine the
channels in the fixed set used by a HCA strategy. Finally,
additional work is needed to extend the present solution to
the FCA with borrowing as well as to the DCA strategies.
For instance, in DCA, the channels are often partitioned into
groups, while the base stations are partitioned into clusters.
Base stations can try in a distributed way to get a free chan-
nel group that is not held by one of its neighbors[7]. Usually
groups have no structure other than to be a set of disjoint
channels. Our approach can provide groups with guaranteed
separations among the channels in the group in order to help
base stations to dynamically select the channels to be used
within the clusters.
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