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Abstract—In this paper, we study efficient strategies for mapping onto parallel memory systems complete trees that are accessed by

fixed templates (like complete subtrees, paths, or any combinations their of). These mappings are evaluated with respect to the

following criteria: 1) the largest number of data items that can be accessed in parallel without memory conflicts; 2) the number

of memory conflicts that can occur when accessing templates of size equal to the number of available memory modules,

thereby exploiting the full parallelism of the system; 3) the complexity of the memory addressing scheme, i.e., the cost of

retrieving the module where a given data item is mapped. We show that there exist trade-offs between these three criteria and

the performance of different mapping strategies depends on the emphasis given on each of these criteria. More specifically, we

describe an algorithm for mapping complete binary trees of height H onto M memory modules and prove that it achieves the

following performance results: 1) conflict-free access to complete subtrees of size K and paths of size NV such that

N + K — [log K| < M; 2) at most 1 conflict in accessing complete subtrees and paths of size M; 3) O(% + c) conflicts when accessing

a composite template of K nodes consisting of ¢ disjoint subsets, each subset being a complete subtree, or a path or a set of

consecutive nodes in a level of the tree. Furthermore, we show that an existing mapping algorithm results in a larger number, namely

O<ﬁ + c), of conflicts when accessing a composite template. However, such an algorithm maps each single node in O(1) time,
M log 1

while the new algorithm requires O(H/N — log K) time.

Index Terms—Complete trees, composite templates, conflict-free access, elementary templates, mapping scheme, parallel memory

system.

1 INTRODUCTION

N this paper, we study efficient strategies for mapping

data structures onto parallel memory systems. A parallel
memory system consists of several modules that can be
accessed in parallel; however, it is not allowed to perform
simultaneous accesses by different processors to the same
module (called a memory conflict) and, therefore, these
accesses must be queued.

In a multiprocessor environment, the cost of an operation

can be distributed among several processors. A consider-
able amount of research has been done to reengineer

algorithms for a parallel environment. For example, a large
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body of literature exists on designing parallel algorithms for
a variety of machine models [4], [12], [13].

Most of these works concentrate on optimizing the time
complexity, by splitting the computation work among the
processors and/or optimizing the cost of communications.
In particular, to reduce the communication costs, algo-
rithms are reengineered in order to exploit the properties of
the interconnection network topology such that each
processor communicates only with its neighbors.

In an idealized model, such as a parallel random access
machine (PRAM), all the processors can access the memory
concurrently and obtain their values. In reality, however,
the memory consists of several distinct blocks, called
modules, accessed by the processors through a bus or an
interconnection network, where each module can be
accessed by only one processor at any instant. Therefore,
the cost of implementing an operation on a parallel machine
architecture depends not only on how the parallel algo-
rithm is able to share the workload among the processors,
but also on how the items of the data structure are mapped
onto the memory modules. For improved performance of
frequently accessed data structures, it is helpful to add a
high degree of data-parallelism in memory accesses.

1045-9219/02/$17.00 © 2002 IEEE
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In this paper, we focus on the problem of mapping data
onto a parallel memory system such that a high degree of
data-parallelism is achieved. Assuming that the multi-
processor machine is able to request a number of data items
from the memory subsystem, our goal is to store data items
in such a manner that fewer (ideally, zero) conflicts occur in
accessing memory. As a consequence, we are not particu-
larly interested in how the processors communicate, nor do
we worry about the actual implementation of the proposed
algorithm on a real machine.

Informally, the problem we aim to solve is defined as
follows: Given a data structure and the operations allowed
on it or, equivalently, given a graph representing the data
structure and a family of subsets of nodes, called
“templates,” that describe which elements of the data
structure are to be accessed together, our objective is to
design an algorithm for mapping data items on to the
memory modules.

The mapping strategy must be 1) efficient, meaning
that it has to achieve a minimum number of conflicts on
given templates and compute memory addresses easily
and 2) versatile, meaning that it has to allow efficient
access to different types of templates.

1.1 Problem Definition

Mapping a data structure D onto a parallel memory system
consisting of M modules can be viewed as a coloring
problem, where the distribution of nodes of D into the
memory is nothing but assigning them colors from the set
{0,1,2,..., M —1}.

Let Gp = (V, E) be the graph underlying D. A template T
of D is defined as a subgraph of Gp, and any occurrence of
7 in D will be called a template instance. After coloring D, we
say k conflicts occur if k + 1 nodes of a template instance are
assigned to the same color (module). Thus, the problem of
mapping D on M memory modules, when D is accessed by
template Z, can be formulated as a coloring problem as
follows: find an M-coloring of Gp such that the maximum
number of nodes of any template instance that have the
same color is minimized.

In the general case, this problem is computationally hard
[15]. A natural way to deal with it is to restrict the problem
to special or structured graphs on which simple but useful
templates can be characterized easily. In this paper, we
restrict our attention to data structures represented by trees.

Let T be a complete binary tree Yand let {Z,,75,---,Z,}
be a family of templates. We consider a data structure D that
has T as underlying graph and each operation on D
requires to access a subset of 7' that belongs to a template Z;,
for some i. We aim to solve the coloring problem for
accessing D by templates {Z,Z5,---,Z4}. More specifically,
we focus on four templates for tree data structures:

complete subtrees (called S-template),

ascending or leaf-to-root paths (called P-template),
tree levels (called L-template),

any combination of the above templates (called
C-template).

hal i e

Throughout this paper, by trees and subtrees, we mean
only complete binary trees and complete binary subtrees.
In the sequel, we will refer to S-templates, L-templates,

1. A tree is complete if and only if all of its leaves are at the same level.
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Fig. 1. Templates for tree data structures.

and P-templates as elementary templates, while C-tem-
plates as composite ones. Example templates are illustrated
in Fig. 1.

It can be easily seen that most of the meaningful
operations for concurrent access to sets of items in tree
data structures belong to one of these four templates. As an
example, heaps and dictionaries are among the two most
popular data structures implemented with trees.

In a binary tree min-heap, operations like insertion of a
new key and decrease-key are traditionally implemented by
accessing all the nodes of a leaf-to-root path (P-template) of
the tree. Furthermore, as shown in [9], [14], the deletion of
the minimum can also be implemented (storing proper
information at each heap node) by accessing all the nodes of
a suitable leaf-to-root path.

In a B-tree, implemented as a complete tree, a range
query means accessing (in parallel) all the nodes whose keys
belong to a given range; that is, the set of nodes to be accessed
can be partitioned into a composite template (C-template)
consisting of a set of complete subtrees (S-template) and a
path of cardinality no larger than the height of the B-tree.

1.2 Previous Work

Over the last two decades, the problem of conflict-free
mapping and access to two-dimensional array data struc-
tures have received significant attention, where templates of
interest are rows, columns, diagonals, and subarrays. For
recent results, refer to [3], [10], [16].

In contrast, mapping of tree structures has been
considered only recently [5], [9], [10], [11], [17]. The focus
of most of this research has been to guarantee conflict-free
access while using as few memory modules as possible.
Most of the proposed mappings considers only one kind
of elementary templates at a time, such as the P-template
or S-template [9], [11], [8]. In particular, Das et al. [6],
[10], [11] proposed several conflict-free algorithms for
accessing complete binary trees according to S-templates
or P-templates that use as few memory modules as
possible. However, the mapping strategy for S-templates
is substantially different from that of P-templates.

Das and Pinotti [6], [7] provided conflict-free mappings
for accessing f-ary subtrees of a complete k-ary tree,
subtrees of a binomial tree, and subcubes of a binary or
generalized hypercube. In those works, they show that the
overlapping of template instances (of a given type) in the
data structure plays a significant role in determining the
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minimum number of memory modules needed to achieve
conflict-free mappings.

Auletta et al. [2] described a mapping algorithm for
accessing an M-node subtree, M adjacent nodes in the same
level of the tree, or M consecutive nodes of a leaf-to-root
path such that the number of conflicts is given by
O(y/M/log M). This algorithm can be seen as a first step
toward a “unifying” approach that maps an N-node
complete binary tree onto M memory modules, providing
efficient access to several types of elementary templates.

1.3 New Results

This paper follows the route traced by [1], [2] and provides
“better” algorithms for mapping complete trees into parallel
memory systems when access is performed according to a
variety of templates.

We extend the family of templates with respect to their
structure and size. We believe that allowing variable size of
the template leads to more significant results. In fact, in a
multiprocessor environment the number of available
memory modules for a single cluster of processors is not
fixed and the cluster can be (temporarily) forced to use only
a part of all the available resources (1/ memory modules)
for executing a program. Therefore, the mapping algorithm
must scale with the number of memory modules.

We measure the performance of our mapping algorithm
by two important criteria: the maximum number of conflicts
for any template instance and the “versatility” (i.e.,
possibility of accessing by different templates). Additional
criteria include:

1. Data-Parallelism. The number of items that can be
accessed in parallel should be as large as possible. Note
that more than M items, where M is the number of
memory modules, cannot be accessed in parallel;

2. Fast Addressing. Algorithms for computing the memory
module, where a given data item is stored, should be
simple and fast.

We show that there exist trade-offs between all the above
criteria. In fact, it is possible to reduce the number of
memory conflicts by reducing the number of items that
have to be accessed in parallel and by using costly
algorithms for retrieving memory addresses. On the other
hand, if we want to use all the available parallelism of the
memory system (i.e., access subsets of size equal to the total
number of modules) and design fast algorithms for
retrieving data addresses, then the presence of conflicts in
accessing the memory is unavoidable.

Our versatile mapping algorithms are presented in the
same order as the performance criteria mentioned above. In
particular, we first present a conflict-free algorithm that
achieves limited parallelism for accesses by S-templates and
P-templates, and prove that no algorithm can achieve the
same result using fewer memory modules. Next, we show
that the same algorithm achieves maximum parallelism at
the expense of one conflict for the same templates. Hence,
we study the performance of two different mapping
algorithms on the (larger) composite template. Both algo-
rithms obtain maximum parallelism. However, the first one
has fewer conflicts and an expensive address retrieval,
while the second one offers constant-time address retrieval
but induces more conflicts.

The rest of the paper is organized as follows: Section 2
introduces some definitions and notations. Section 3
presents the algorithm COLOR(T, N, K) to map a complete
binary tree T on N + K — [log K| memory modules,
guaranteeing conflict-free access to P-templates of size N
and S-templates of size K. Thus, we also prove that the
minimum number of memory modules needed to guaran-
tee conflict-free access to S-templates and P-templates of
size M is 2M — [log M. This settles an open question
proposed in [2].

Section 4 measures the performance of the algorithm
COLOR when we force maximum parallelism, ie., when
we want to access templates of size equal to the number
of available memory modules M. In this case, we prove
that the COLOR algorithm is optimal since it guarantees
at most one conflict. Moreover, it improves on the
algorithm LABEL-TREE, proposed in [2], that accesses S-
and P-templates of size M with O(y/M/log M) conflicts.
However, this improvement is obtained at the expense of a
more difficult and expensive data addressing scheme.

In Section 5, we study the versatility properties of the
COLOR algorithm, by considering its performance on the
C-template. We prove that it yields O(K /M + ¢) conflicts
on instances of the C-template of size K that consist of ¢
disjoint instances of elementary templates. However, this
algorithm suffers from two drawbacks: It overloads some
memory modules and its intrinsic recursive nature makes
the computational cost of the mapping quite expensive.

Finally, Section 6 considers the LABEL-TREE algorithm,
discussed in [2], and proves that this algorithm yields

0 K

(\/71\4 Tog 0T C)

conflicts on instances of the C-template of size K that
consist of ¢ disjoint instances of elementary templates.
Although this algorithm produces a larger number of
memory conflicts than the COLOR algorithm, it allows
computing the module where a given data item is stored
in O(1) time, if a preprocessing phase of space and time
complexity O(M) is executed, or in O(log M) time, if no
preprocessing is allowed [2].

Another interesting property of the LABEL-TREE algo-
rithm is that it equally distributes data items among the
memory modules (balanced memory load). Precisely, the
ratio between the maximum and minimum number of data
items mapped onto the same module is 1 + o(1). This result
shows an interesting trade-off between the number of
conflicts, the simplicity of the addressing scheme, and the
balancing of load among memory modules.

2 PRELIMINARIES

Let T be a tree of height H and let 7 = {Z,,Z,,---,Z4} be a
family of templates used to access T'. A mapping of T" onto
an M-module parallel memory system consists of coloring
each element of T' with a color r from the set {0,---, M — 1}.
For each mapping algorithm U and for each instance I of a
template Z;, we define the cost Cy(7',I,M) of U as the
number of conflicts produced by U on I, that is:

Cu(T, I, M) =

max

Hu € I : uis colored by 7}‘ -1
0<r<M-1
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The cost of U on the template Z; is then defined as
CU(TaIivM) = ?laIXCU(T7 Ia M)
€1

The cost of coloring the tree 7" by the algorithm U under the
hypothesis that all accesses are according to the family of
templates 7, is defined as

Cost(T,U,Z, M) = max {CU(T, I., M) }

The mapping of the tree T" on an M-module parallel
memory system produced by the algorithm U is M-conflict-
free (in short, M-CF) on the family of templates 7 if

Cost(T,U,Z,M) =0.

An M-CF mapping U for accessing 7 is M-CF-optimal
on Z if, for any M’ < M, there is no M'-CF mapping
algorithm for Z. In other words, an M-CF-optimal
mapping achieves the maximum possible data-parallelism
possible with M memory modules: if we consider
templates of larger size (or equivalently, fewer colors),
no M-CF mapping is possible.

A mapping U* is M-optimal on T if

Cost(T,U*,T,M) = lI]IliII}[COSt(T, U,Z,M),
S

where U denotes the set of all mapping algorithms. In other
words, an M-optimal algorithm guarantees to access

templates of size M with the minimum number of conflicts.
In the remaining sections, we will omit the notations T

and U when they are clear from the context.
Let us emphasize the use of M in the above definitions.

In M-CF-optimal mapping, M stands for the number of
memory modules available; whereas in M-optimal nota-
tion, M stands for the size of templates. Notice that if 7
contains a subset of size K > M, any mapping U has
Cost(U,Z,M) > [4;] — 1. Moreover, it is worthy to point
out that the number of memory modules necessary to
have an optimal conflict-free mapping on Z depends not
only on the size of the instances contained in Z but also on
their structures. In particular, if the instances overlap, then a
number of memory modules than M is required for optimal
conflict-free mapping [6], [7].

2.1 Notations and Terminology

Finally, let us introduce few notations that will be used
from now on. For each node v € T, the level of v is defined as
the distance of v from the root of the tree (the root is at level
0). The level j of T, denoted by LEV7(j), is the subset of all
nodes of T' at level j, where the nodes at a level are in the
left-to-right order and the first node is indexed as 0. Thus,
the node i of LEVy(j) is the (i + 1)st node visited while
traversing LEVy(j) in left-to-right order. This node will be

denoted as vy (i, j).
Let ANCr(i,j,k) be the kth ancestor of wvr(i,j). For

instance, if T" is a binary tree, then

ANCr(3,5,1) = U(EJ G- 1> and

awcrti) = of |- 8).

For each node vy (i, j), we consider the following subsets
of nodes in T

e SL(i,j) is the complete subtree of size K rooted at
’UT(ivj)/
e L1(i,j) is the set (of size K) of consecutive nodes
vp(i + h,j) at level jfor 0 < h < K,
e PL(i,j) is the set of nodes belonging to the path (of
size K) starting from vr(4,j) to ANCr(s, 5, K —1).
For each K =2"—-1, k>1, we define the elementary
template ST(K) as the family of all the complete subtree
instances of 1" having size K, i.e.,

ST(E) = |J Sk(id),

0<j<H—k
0<i<2/
where H is the height of the tree.
For each K > 0, let us define the elementary template
LT(K) as the family of all the instances of K consecutive
nodes in a level of T, i.e.,

"K)= |J LkGi)
[log K]

0<i<2i—K

Similarly, for each K < H, we define the elementary
template P”(K) as the family consisting of all the ascending
paths of length K in T, i.e,,

PI(K)= |J PiG.J).

K-1<j<H

0<i<2i
For each K > 0 and ¢ > 0, we define the composite template
CT (K, c) as the family consisting of all the subsets of size K
that can be partitioned into C1, Cy, - - -, C,, where each C; is
an instance of an elementary template.

In the sequel, we omit the name of the tree 7' (in the

superscript) whenever it is clear from the context.

3 A CF-OpPTIMAL MAPPING FOR ELEMENTARY
TEMPLATES

Let K =2 —1 and N > k. In this section, we describe a
mapping algorithm, called COLOR, to access without
conflicts all subtrees of size K and paths of size N of a
complete binary tree using (N + K — k) memory modules.
We also prove that COLOR is (N + K — k)-CF-optimal.

The main idea of COLOR is to split the tree into a set of
intersecting complete subtrees of height N and color each
subtree separately. Thus, COLOR uses a subroutine BASIC-
COLOR(B, N, K) to color a height-N subtree B using N +
K —k colors in such a way to minimize the number of
conflicts on accessing the templates of PP(N) and SP(K).

3.1 Algorithm Basic-COLOR

Let B be a complete binary tree of height N that is accessed
by templates 7 = {S?(K), P?(N)}. Notice that PB(N)
consists of all the paths from the leaves of B up to the root.
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BorToMm(B, N, K, 7)
1 for each j=kto N -1

BASIC-COLOR(B, N, K)

1 LetZ={0,1,---, K—-1}and '={K,K+1,--- , N+ K —k—1}
2 for each j=0tok—1

3 do

4 for eachi=0to 2/ —1

5 do

6 color v(i, j) with color 2/ +i—1€ X

7 BortoMm(B,N,K.I')

2 do

3 for each h=0to 2/ —1

4 do

5 les by, by, - -+, bye-1_; be the nodes of block(h, j)

6 let v, = ANCg(h-2°7! 5,k — 1), let v, be the sibling of v, and S, be the
subtree of size K rooted at v,

7 color node b; with the color assigned to the (i + 1)st node of Sy (level-
by-level, left-to-right order)

8 color byr—1_| with the (j — & + 1)th color of Z

Fig. 2. Algorithm BASIC-COLOR.

For each j > k, we partition LEV3(j) into 2/-*1 blocks,
each of 2"! nodes. For 0<h <27¥1 -1, block(h,)
consists of the nodes v(i, j) with h2"¥! <i < (h+1)2F1 It
is worthy to note that block(h,j) consists of leaves of the
subtree Sk (h,j—k+1).

Without loss of generality, let {0,1,---,N+ K —k—1}
be the set of colors used to color the binary tree B. The
algorithm BASIC-COLOR(B, N, K), presented in Fig. 2,
constructs two lists of colors Y ={0,1,---,K —1} and
I'={K,K+1,---,N+ K —k—1}. Then, the coloring of
the tree is computed in two phases. In the first phase, each
node in the first k levels of B is colored with a distinct color
of >°. In the second phase, performed by the algorithm
BOTTOM(B, N, K,T'), the remaining levels of B are colored

Fig. 3. Description of BASIC-COLOR.

in a top down order using colors from both the sets > and
I". Each level j is colored blockwise, starting from block(0, j).

Consider block(h,j) containing nodes by,bi,...,byu-1_1
with 0 <h<2 —1and k< j< N-—1. Let v; = ANCp(h
2k=1 5 k—1) be the (k—1)st ancestor of the nodes in
block(h, j) and let vy be the sibling of v;. Let S; and S,
denote the subtrees of size K that are rooted at v; and vs,
respectively (see Fig. 3). By construction, when the algo-
rithm colors the nodes of block(h, j), all the nonleaf nodes of
Si and S, have already been colored. The algorithm colors
the first 2! —1 nodes of block(h,j) with the colors
assigned to the nonleaf nodes of S;. More formally, node
by gets its color from the already colored node

hmod2 .
)  J

Vg = (h+ (71

—k+1),
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RETRIEVING-Basic-CoLor(B, v(i,j), UP)

1 if UP[u(s, 5)] = v(r, s)

2 then color v(4, j) with color 2° +r — 1
3 else UP[v(i,j)] =*

4 color v(i, 7) with color j — k + K

Fig. 4. Algorithm RETRIEVING-BASIC-COLOR.

and node b;, with1 < i <21 -2 suchthati =21 -1 +s,
with0<s< 2 !'—1landr>1, gets the same color as node

o2 (h+ (=D)"™ ) f s j—k+r+1)eS.

Finally, node by-1_; gets color j—k+ K, which is the
(j = k+ 1)th color of I'. Therefore, lines 6 and 7 of the
BOTTOM procedure can be performed in constant time,
and the BASIC-COLOR algorithm colors the entire tree B in
O(2") time.

Although the coloring of the tree takes time proportional
to the size of the tree, O(N — k) time is needed to retrieve
the color assigned to a given node. Indeed, let z = v(z, j) be
a leaf in the second half of a block (at level N —1). By
previous remarks, z gets its color from a node at level N — 2
that may belong to the right half of a block and, therefore,
takes the color from a node at level N — 3. This process
climbs up the tree, until a node, say w = v(r, s), belonging to
one of the k uppermost levels of B, is reached. Notice that w
is directly colored in the first phase of BASIC-COLOR and
node z inherits w’s color. Thus, to retrieve the color of z we
need to discover w and this takes O(N — k) time.

Let us also point out that retrieval cost can be reduced to
constant time if an appropriate preprocessing step, called
PREBASIC-COLOR, is performed to build a table UP of size
O(2"). For each node z of B, UP[2] stores either the special
mark * if z belongs to one of the first k levels of the tree or it
is colored with a color from the list I (i.e., if z is the last
node in a block); otherwise, it stores the node w of B which
v inherits its color from. Once UP is available, each single
node of B is colored as in Fig. 4.

In order to prove that the BASIC-COLOR algorithm is
(N + K — k)-CF on S(K) and P(N), we will consider a new
family of subsets of B, that contains both S(K) and P(N),
and prove that BASIC-COLOR is (N + K — k)-CF on this
larger family too.

For each node v(i, j) of B, we define the subset T Pk (3, j)
as consisting of the nodes lying on the path from the root of
B to v(i, j) and the nodes of the complete subtree of size K
rooted at v(¢,j). (Note that if j > N — k, subtree rooted at
v(i,j) has size smaller than K.) We define the family
TP(K,j) as

TP(K,j) = {TPx(i,j—1):0 <i< 2}

Lemma 1. The BASIC-COLOR algorithm yields mappings of
binary trees of height N that are (N + K —k)-CF on
TP(K,j), for each j < N.

Proof. In order to prove the lemma, we will show that, for
each i =0,1,---,27!, no two nodes of TPx(i,j) are
colored with the same color.

The proof is by induction on the length of the path
segment of the subset T'P. The basis holds trivially. In
fact, TP(K,1) contains only the subset TPg(0,0) =
Sk(0,0) that is colored in the first phase of the BASIC-
COLOR algorithm, assigning to each node a different
color of Y. Since all the colors of ) are distinct, it
follows that T'Px (0, 0) is conflict-free. Now, suppose that
all subsets in T'Pk(i,7 — 1) are conflict-free, for j > 1. We
will prove that, for each i =0,1,---,2/ — 1, the subset
T Pxk(i,j) is also conflict-free.

Observe that, if j > N — k then

and, by inductive hypothesis, it is conflict-free. On the
other hand, if j < N — k, we can partition TPk (1, j) into
two parts (see Fig. 5) as follows: 1) a bottom part T,
containing all the leaves of the subtree of size K rooted at
v(i,j) and 2) a top (upper) part T,, containing the
remaining nodes. In order to prove that TPx(i,j) is
conflict-free, we will show that both T, and T, are
conflict-free and colors used for 7} are different from
those used to color T,,.

T, is conflict-free since T, C T Px(|i/2],j — 1) and, by
inductive hypothesis, this subset is conflict-free.

Observe that T}, = block(i,j+ k — 1) and the ith node
of the block is colored with either the color of a node in
Sk (i',7) (Step 7) where (7, j) is the sibling of (¢, j), or
with a color of T' (Step 8), when i = 2¥-1 — 1.

Thus, the algorithm defines a one-to-one correspon-
dence between the colors of the first 2~ — 1 nodes of T},
and the colors of the first £k — 1 levels of Sk (7, 7). Since
the first k—1 levels of Sk(i,j) are contained in
TPk(|i/2],7 — 1), by inductive hypothesis it follows that

Fig. 5. Description of TP template.
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there is no conflict between the first 2! — 1 nodes of Tj.
Moreover, these colors are different from the colors used
in T,,. Finally, the last node of T}, is colored with a color of
I" that was never used before. Since I" contains all distinct
colors, this new color is different from all the other colors
assigned to nodes of T'P(3, j). ]

Theorem 1. The BASIC-COLOR algorithm yields mappings of
binary trees of height N that are (N + K — k)-CF on S(K)
and P(N).

Proof. We observe that P(N) € TP(K,N) and, for each
Sk(i,7) € S(K), Sk(i,7) C TPk(3,j). Thus, by Lemma 1
we have that the mapping is (N + K — k)-CF on P(N)
and S(K). O

Theorem 2. Any mapping of binary trees of height N that is M-CF
on S(K) and P(N) requires M > N + K — kcolors. Then, the
BASIC-COLOR algorithm is (N + K — k)-CF-optimal.

Proof. Observe that all subsets included in TP(K,N — k)
have size equal to N+ K —k. Thus, any mapping
algorithm that is M-CF on T'P(K, N — k) must use M >
N + K — k memory modules. We prove the theorem by
showing that each mapping algorithm that is M-CF on
S(K) and P(N) is M-CF on TP(K,N — k).

Let U be an algorithm for mapping binary trees that is
M-CF on S(K) and P(N) and let Z € TP(K, N — k). For
each pair of nodes v; and v, in Z, we prove that they are
colored with different colors by U. We distinguish two
cases, depending on the positions of v; and v,. If v; and
vy belong to the tree part of Z, then they are colored
differently, since U is M-CF on S(K). If, instead, at least
one of the two vertices, say v;, does not belong to the tree
part of Z, then there exists a path in T of length N that
contains both v; and vy. Since U is M-CF on P(N), then v,
and v, have different colors. O
Theorem 1 proves that BASIC-COLOR is M-CF on

S(K) and P(N). A similar result does not hold for

accessing L-templates. However, we can prove that,

using the same number of memory modules, the number

of conflicts on L(K) is at most 1.

Lemma 2. The BASIC-COLOR algorithm yields mappings of
binary trees of height N on (N + K — k) memory modules
that have cost at most 1 on L(K).

Proof. Let L € L(K) be a set of K consecutive nodes of
LEV(j). It can be easily seen that the mapping cost on L
yielded by the BASIC-COLOR algorithm is at most 2. In
fact, L spans at most three consecutive blocks of LEV (j).
Each block contains all the leaves of a subtree of S(K)
and, by Theorem 1, it is conflict-free. Thus, the number of
nodes with the same color in L is upper bounded by the
number of blocks spanned by L.

In the rest of the proof, we show how to improve this
result and prove that each color is used to color at most
two nodes of L. In particular, we show that the color
taken from T' to color the last node of a block is the
unique color that is used in all the three blocks. Since L
has size K, then either L contains nodes of only two
blocks or it does not contain the last node of the third
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Fig. 6. Description of the template family B(N).

block. Thus, the number of nodes of L with the same
color is 2 (and, hence, there is only one conflict).

Assume that the first node of L belongs to block(h, j)
and let v, v1, v be the (k — 1)st ancestors of the nodes of
block(h, j), block(h + 1, j) and block(h + 2, j), respectively.
We observe that one among vy and vy (say vp) is the
sibling of v;. We prove that the unique pair of nodes of
block(h, j) U block(h + 1, ) that is colored with the same
color is the pair containing the last nodes of the two
blocks. Since this pair is colored with a color taken from
I' that is not used to color the first 2! — 1 nodes of
block(h + 2, j), we obtain that the number of conflicts for
the template L is 1.

The BASIC-COLOR algorithm colors block(h,j) with
the colors used in the first &k — 1 levels of the subtree
rooted at vy, and block(h + 1,j) with the colors used in
the first £ — 1 levels of the subtree rooted at vy. Since
there exists a tree in S(K) that contains all the nodes of
the first k — 1 levels of the trees rooted at vy and vy, by
Theorem 1, there is no conflict on the first 2*~1 — 1 nodes
of block(h, j) and block(h + 1, j). O

3.2 Algorithm Color

In the previous section, we presented an algorithm to map
binary trees of height NV that is (N + K — k)-CF-optimal on
S(K)and P(N).In the following, we show how this algorithm
can be used as a building block for an algorithm to color
binary trees of any height that is (N + K — k)-CF-optimal
on S(K) and P(N).

Let T be a binary tree of height H = h(N — k) + N, for
h>1(@if H # h(N — k) + N, dummy levels are added). We
split T" into a family of (not necessarily disjoint) subtrees of
height N and color each subtree as described in the

previous subsection.
Consider the family of subtrees

B(N) = {Sox_1 (i, j(N — k))|0 < j < h,0 < i < 20V=P,

For brevity, let us denote the subtree Sov_ (i, (N —k))
as By(i,j). Notice that B(N) is not a partition of T (see
Fig. 6). In particular, By(%,j) has nonempty intersection
with 2¥7* 4 1 distinct subtrees of the family: It shares its
first k levels with B(i,j — 1), where i’ = [i2- V=0 ] j 1),
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j)}, where By (i, j) =

Let I'(4, j) be the list, in top-down order, of colors used for nodes lying
on the path from the root of By ([i2~@=# | j—1) to the root of By (i, 5)

CoLor(T, N, K)

1 Consider the family B(N) = {Bx/(i,.

2 BASIC-COLOR(Bx(0,0), K, N)

3 for each j=1 to {LJ

4 do

5 for each i =0 to /(N5 _1

6 do

7

8 BotTtoMm(By(i,7), N, K,I'(7,5))

Sy (i, J(N = k)

Fig. 7. Algorithm COLOR.

and a subtree of height k with By(h,j+ 1), for each
i-2VF<h < (i4+1)-2N7F,

The algorithm COLOR(T, N, K), presented in Fig. 7, first
constructs the family B(N) and then color its subtrees in a
top down order, starting with By(0,0) that is colored by
calling the algorithm BASIC-COLOR(B(0,0), N, K). Notice
that when the algorithm starts coloring By(i, j), for j >0,
the first k levels of this subtree have been already
colored and only the bottom part of the tree needs to be
colored. For this purpose, we use the algorithm
BOTTOM(Bx (4, §), N, K,T'(3,7)),
as the list of colors assigned to the nodes of Py_;(4,J),
that is simply the path from the node vj;o-«v1 ;1 to v;j,
taken in a top down order.

where T'(i,j) is defined

Theorem 3. Algorithm COLOR yields mappings of binary trees
that are (N + K — k)-CF-optimal on S(K) and P(N).

Proof. Consider first the template S(K’). Observe that, for
each S € S(K), there exists a subtree B € B(N) such that
S C B. By Theorem 1, the B’s coloring is (N + K — k)-CF
on the template Sp(K). Therefore, the mapping of
COLOR is (N + K — k)-CF-optimal on S(K).

Consider, now, the template P(N) and let P be an
instance of this template. It can be easily seen that there
exist two not-disjoint subtrees B, By € B(N) such that
all the nodes of P belong to B;, B> or both. Without loss
of generality, assume that the root of B, is an ancestor of
the root of Bs.

Fig. 8. Description of the splitting of P.

We split P into three parts: P, € By, P, € B; N By, and
P; € B, (see Fig. 8). By Theorem 1, the coloring of B,
(respectively, By) is (N + K — k)-CF on Pp, (N) (respec-
tively, Pg,(V)). Thus, each of P;, for 1 < < 3, is conflict-
free and the colors assigned to the nodes of P, are
distinct from those assigned to nodes of P, and P;. It still
remains to prove that there are no two nodes in P, and
P; having the same color.

Observe that algorithm BOTTOM colors the last
N — k levels of By using colors assigned to the nodes
of the first k levels of B, and colors taken from a list
I'(; j), consisting of the colors assigned to the nodes on the
path (in top-down order) from the root of B; to the root
of B;. By Lemma 1, all the colors used in the first k levels
of By are different from those assigned to P;. On the
other hand, the hith color of I'; ;) is used only on jth level
of By, for j>k+h—1. Thus, the nodes of P, can be
colored only with the last |P;| colors of T'(; j), while nodes
of P3 are colored with the first |P;| colors of T'; ;. Since
|P| + |Ps| = N — k=T, it follows that none of the
colors assigned to the nodes of P; is used in P;. Hence,
the mapping is (N + K — k)-CF on P(N). Optimality
follows from Theorem 2. O

The COLOR algorithm requires O(2f) time, while
O(H) time is required to retrieve the memory module
where a single node of T is mapped. In fact, BASIC-
COLOR assigns to v(r,s) the same color as one of the
nodes of the uppermost k levels of subtree By (i, ) € B(N)
which o(r,s) belongs to. However, the coloring of the
uppermost k levels of By(i,j) depends on the coloring of
the tree By(i¢,j—1) that shares the first k levels with
By (3, j)-

This process climbs up the tree until subtree By(0,0) is
reached. Then, the algorithm must compute the coloring of
O(H/N — k) trees on the path from By (i, j) (Where v(r, s) is)
up to By(0,0). By the analysis of BASIC-COLOR, each step
costs O(N — k) time and, therefore, the time for retrieving
the memory module where v(r, s) is mapped is O(H).

Similarly to previous section, the retrieval time can be
reduced to O(H/N — k) if the PRE-COLOR algorithm is
performed with a new preprocessing step, called PRE-
COLOR algorithm.
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RETRIEVING-COLOR(v(i,j), UP, NEW)
ifj<N
if UP[v(i,7)] = =

if UP[v(4,5)] = v(m,n)

=] O Tk Lo =

// Find the color assigned to the node v(i, j) by COLOR
then return RETRIEVING-DBAs1c-CoOLOR(B(0, 0), UP)
then return RETRIEVING-COLOR(ANCy(4, 4, N), UP, NEW)

then return RETRIEVING-COLOR(NEW[v (1,1 )],UP,NEW)

Fig. 9. Algorithm RETRIEVING-COLOR.

PRE-COLOR builds a table NEW of size O(K) that stores,
for each node v(r,s) of the k uppermost levels of any
By (i, 7), its relative address in the subtree By(i',j — 1) that
shares the first k levels with By (3, j). Notice that NEW[v(r, s)]
is a function of both the relative position of v(r, s) in By (%, j)
and the root v(i, j) of By(i, ).

Formally, assuming that both preprocessing steps PRE-
BASIC-COLOR and PRE-COLOR have been performed, the
recursive RETRIEVING-COLOR algorithm can be described
as in Fig. 9.

4 AN OpPTIMAL MAPPING FOR ELEMENTARY
TEMPLATES

By Theorem 3, it is possible to obtain conflict-free access to
S(M) and P(M) if and only if the memory system has at
least 2M — [log M| memory modules, i.e., the degree of
memory parallelism is greater than the size of the subset to
be accessed in parallel.

This section restricts our attention to mappings that
exploit all the parallelism of the memory system. We prove
that if M colors are available, letting m = [log M|, COL-
OR(T, 2™t —1,2™"1 + m — 1) yields a mapping that has
unit cost on S(M) and P(M), and thus it is M-optimal on
these set of templates. In the remainder of this section,
COLOR stands for COLOR(T, 2"~ — 1,2™~! 4+ m — 1).

Theorem 4. For each integer M =2™ —1, the COLOR
algorithm vyields mappings of binary trees on M memory
modules such that

max{Cost(COLOR, S(M), M),
Cost(COLOR, P(M), M)} = 1.

Proof. We evaluate separately the cost of the mapping on
S(M) and P(M), and prove that in both the cases the cost
is at most 1.

Let P € P(M). By Theorem 3, COLOR colors with no
conflicts each path of length <2™ !+ m —1. Since
M/2 < 2™ 1+ m —1, we can split P into two segments
of size < M/2 such that each of them is conflict-free.
However, the same color could be used to color a node in
each of the two segments. Thus, there are at most two
nodes in S colored with the same color and

Cost(COLOR, P(M), M) < 1.

Let S € S(M). By Theorem 3, the first m — 1 levels of S
are colored by COLOR with no conflicts. On the other
hand, the last level of S contains the nodes of two
consecutive blocks that are colored with [¥| —1 colors
already used in the previous levels of S and a new color.
Thus, there are at most two nodes in S colored with the
same color and

Cost(COLOR, S(M), M) = 1.
O

Since there exists no algorithm [2] for mapping of binary
trees that is M-CF on {S(M), P(M)}, we can state that

Theorem 5. The algorithm COLOR is M-optimal on
I ={SM),P(M)}.

In Section 6, we introduce algorithm LABEL-TREE which
exhibits constant time retrieval cost at the cost of a slightly
larger number of memory modules. Intuitively, LABEL-
TREE beats COLOR since it colors 1" by a family of disjoint
subtrees.

5 ACCESSING TREES BY COMPOSITE TEMPLATES

Let us study the efficiency of COLOR with respect to
composite templates (C-templates) introduced in Section 2.

For this purpose, we first consider the cost of the
mapping yielded by COLOR(T,2™ ! —1,2""! +m —1) on
elementary templates of any size D; then, we combine these
results for deriving the cost of mapping instances of the
composite templates C(D,c), where D is the size of the
template and c¢ is the number of constituent elementary
templates. As earlier, we set

K=2""-1,
N=2""14m—1,
M=2"—-1,

and we simply say COLOR for
COLOR(T,2™ ' —1,2" ' 4 m — 1).

For sake of simplicity, we assume in the rest of the
paper that the parallel memory system consists of M =
2™ —1 modules. In the general case, all results presented
in this and next section still hold, but the number of
conflicts increases by a constant factor.
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Lemma 3. For each integer D > M, the COLOR algorithm yields
mappings of binary trees of height H > D on a memory system
consisting of M = 2™ — 1 modules such that

Cost(COLOR, P(D), M) < 2 {% Y

Proof. Consider P € P(D) and split it into segments
PP, -- ,P( 2] in such a way that each segment, except
for the last one, has length M.

By Theorem 4, each segment of P contains at most two
nodes with the same color. Therefore, the cost of the
mapping on P is at most 2 (%] -1 O

Lemma 4. For each integer D > M, the COLOR algorithm yields
mappings of binary trees of size larger than 2D —1 on a

memory system with M modules such that

Cost(COLOR, L(D), M) < 4 {% .

Proof. Let L € L(D). Recall that the algorithm splits each
level of the tree into blocks of size 2"~% and color each
block without conflicts. Thus, the number of conflicts in
L is upper bounded by the number of blocks that contain
nodes of L. Since L spans at most [;2;| + 1 consecutive

blocks, the number of conflicts on L is at most
D 4D D
— | < | —| <4|=].
7| <[] <[5

Lemma 5. For each integer D = 24 1, where d > m, the
COLOR algorithm yields mappings of binary trees of size

greater than D on a memory system with M modules such that

D
Cost(COLOR, S(D), M) < 4%1 ~1

Proof. Let d = hm + i be the height of a tree S € S(D), for
some h>0 and ¢<m. We partition S into i+1
subsets Sy, S1,---,5; such that S; consists of the first
hm levels of S and S; consists of the nodes of level

hm+ j, where 1< j<i. Observe that S, can be

ohm _q
M

By Theorem 4, each of these trees has at most two

partitioned into [ subtrees of size M, where | =

nodes colored with the same color. Thus, the number of

nodes of Sy with the same color is at most 2I.

Moreover, the number of nodes in S; with the same
color is upper bounded by 72, that is the number of
blocks at level hm + j. Summing over all S;, the number
of conflicts in S is at most

i 2hm+j71 th
2l + ZW —1=20+

J=1

(20—1)—1

om—2

2171 —1
=2
o)
2d—i 2d—i )
2 4 2 —1)—1
<2(r) <1(r)z-
2d 2d7i
() ()
d _ d—i
(P 2
M M
D 1 2
=1(5) G 25r)

2(1772
Qm—2

(2'—1)—1

Theorem 6. For each pair of integers D > M and c > 0, the
algorithm COLOR yields mappings of binary trees of size
greater than D on a memory system with M modules such that
the cost of accessing composite templates is given by

D
Cost(COLOR, C(D, c), M) < 4<M) +ec.

Proof. Consider a composite template instance C € C(D, c)
and let C1,Cs, - -
templates that form C. By Lemmas 3, 4, and 5, the

-, C, be disjoint instances of elementary

mapping of C; has a cost no greater than 4 {%‘-‘ , for each

i. Thus, the cost of the mapping on C is at most

ZJ%} < Z:<4|0Mi|+1) :4(%) +ec.

3

For ¢ = O(£), the algorithm
COLOR(T,2™ ' —1,2" ' 4+ m — 1)

is M-optimal, within a constant factor, on C-templates.

6 FASTER ALGORITHM FOR ACCESSING
CoMPOSITE TEMPLATES

The COLOR algorithm is intrinsically recursive in nature
and the color of a node depends on the previously colored
nodes. However, as the RETRIEVING-COLOR procedure
shows, one can trade-off time with memory space and, in
this case, reduce the time to compute the address of a node
to O(H/N).

In this section, we describe a different mapping algo-
rithm for accessing complete trees through composite
templates that distributes the nodes among the memory
modules in a very balanced way and also allows retrieval of
node addresses in constant time with a moderate size table.
In [2], it is shown that LABEL-TREE maps complete binary
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MIcRrRO-LABEL(B, ¥)

let b(),b], v

-, by-1_ be the nodes of block(h, j)

let w(h',5 — L+ 1) be the sibling of u(h,j — 1+ 1)

color b; with the color assigned to the ith node of Sy _ (W', 5 — 14+ 1)
color by 1_y with the (28 + 2970 4 |h/2] — 1)th color of X.

1 for each j=0tol—1
2 do
3 for eachi=0to 2/ —1
4 do
5 color u(i, j) with (29 — 1 +i)th color of 3.
6 for each j=[ltom—1
7 do
8 for each h=0to 211 -1
9 do
10
11
12
13

Fig. 10. Algorithm MICRO-LABEL.

trees on M memory modules with the following perfor-
mances:

Theorem 7 [2]. Algorithm LABEL-TREE vyields mappings of
binary trees on M memory modules such that:
M

log M
elementary templates of size M;

o  the memory load is 1 + o(1);

e  for each node of the tree, the address of the module where
this node is mapped can be computed in O(1) time if an
O(M) size table is precomputed, otherwise it takes
O(log M) time.

e there are O( conflicts on all instances of

In this section, we extend the analysis in [2] and show
that the algorithm LABEL-TREE scales well when the size of

the templates grows. In particular, we prove that for each

. i D
integer D, LABEL-TREE has cost O( N

of elementary templates of size D and, hence, a cost

D
O( MlogM+C)

on composite templates C(D,c). These results show an
interesting trade-off between the number of conflicts and
the simplicity of node-addressing, and balancing the
memory load.

In the following, we first give an overview of the
algorithm LABEL-TREE [2] for completeness, and then
compute its cost on C-templates.

6.1 Algorithm LABEL-TREE

The basic idea of the algorithm LABEL-TREE is to divide the
tree in a set of disjoint subtrees of height m = [log M| and
color each subtree independently so that no conflict occurs
on accessing paths of each subtree and a few conflicts
occurs on levels. The set of colors is split in groups and then
the following three steps are followed for each subtree B.

) on instances

e MACRO-LABEL. Assign a group of colors to B such
that if the roots of two subtrees lie on the same
ascending path and are assigned the same group,

then their distance is at least (/M log M). The goal
is to reduce conflicts for P-templates.

e ROTATE. Select a list of ¢ colors from among the
colors of the group assigned to B in such a way that
two subtrees at the same level with the same list of
colors are as far as possible. Goals are 1) to reduce
conflicts for L- and S-templates, 2) balance the load
on memory modules.

e MICRO-LABEL. Color the nodes of B using the

colors of the list assigned to B. It yields mappings of
binary trees of height m that are ¢-conflict-free (¢

defined right below) on the path template P(m) and

M
log M

Since MICRO-LABEL is the core of our coloring strategy a
more detailed description is needed. Let

1= [tog|\/MTlog2T] |,

¢=2'+2"""—2 and p= |%]. We partition the color set
{0,1,---,M — 1} into p subsets Gy,G,...,G, 1, where

G| = H or gJ 41

have cost O( ) on the subtree template S(M).

P

MICRO-LABEL is similar to BASIC-COLOR, presented in
Section 3, but it uses a different number of colors. In fact,
MICRO-LABEL uses more colors and is tailored to guarantee
conflict-free access to S(2' —1). Whereas, BASIC-COLOR
uses less colors and guarantees conflict-free access to S(M).
Notice that, here, we are trading the number of colors and
the number of conflicts with the balancing of loads on the
elements of the parallel memory system.

Let B be a subtree of the forest B and let ) =
{fo,..., fic1} be the list of colors assigned to B by the
algorithm ROTATE. Algorithm MICRO-LABEL(B,)"),
shown in Fig. 10, consists of two steps. In the first step it
assigns a distinct color to each of the nodes of the [ top
levels of B; in the second step it colors the remaining levels
in a top-down order, on a block basis (e.g. here the blocks
have size 2/~!). The coloring of the nodes of a block is
similar to the coloring of BASIC-COLOR. Let block(h, j) be
the block that has to be colored, with j > [, and let u(h,j —
l+1) and u(h/,j—1+1) be the (I —1)th ancestor of the
nodes in block(h,j) and its sibling, respectively. As in
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BASIC-COLOR we color (2~! — 1) nodes of block(h, j) with
the colors of the subtree rooted at u(h/,7—1+ 1) and the
last node with the (2! +2/~'+ |h/2] —1)th color of ),
that was never used in the previous levels of the tree.

Observe that the procedure MICRO-LABEL uses only
colors of > to color B. In fact, the largest index of a
color taken from ) is 2! +2" 1 —2=/—1, for j=m -1
and h=2""—-1.

It can be proved that MICRO-LABEL gives a mapping of
the subtree B that is /-conflict-free on templates P(m) and
S(2!—1) (the proof is similar to that of Theorem 1).
Moreover, the following property holds for the number of
conflicts on the nodes of a level of B.

Lemma 6. For each D = 2, with d > |, MICRO-LABEL vyields
mappings of binary trees such that

D
Cost(MICRO-LABEL, L(D),#) = O ————).
ost( L(D)Y (s/]\/flogjw>

Proof. We observe that MICRO-LABEL maps nodes of each
block without conflicts. Thus the number of conflicts on
each instance L € L(D), the level template, is upper
bounded by the number of blocks spanned by L. ]

6.2 Cost Analysis

The problem of computing the number of conflicts
produced by LABEL-TREE on instances of elementary
templates of size M has been studied in [2]. In this section,
we extend the analysis to instances of the composite
templates. Before proceeding further, we study the
performance of the algorithm on instances of elementary
templates of any size D.
Mlog M) ’

D
2. Cost(LABEL-TREE, P(D), M) < [ m} +1

T D
3. Cost(LABEL—TREE,S(D),M)fO< \/m)

Proof. The result is a nontrivial extension of similar results
presented in [2]. Here, we prove only the first statement
above and leave the others to the reader.

Let L € L(D) and assume that nodes of L belong to
the hth level of B;. Thus, there are at most [£] + 1 trees
of B; that contain nodes of L. As for the previous lemma,
we divide L in segments, each consisting of the nodes
contained in a tree of B;.

Lemma 7. For each integer D, it holds that
1. Cost(LABEL-TREE, L(D), M) = O

We distinguish two cases, depending on the value of
h. If h>1, then by Lemma 6, the algorithm MICRO-
LABEL colors each segment of L with O< 2 )

\/Mlog M

conflicts. Thus, the number of conflicts on L is at most

([51+2) (Gareeen) = o(Gareem)

On the other hand, if h < [, a more accurate analysis
occurs. In fact, for small i, the number of segments of L
is greater than D. Observe that algorithms MICRO-LABEL
and ROTATE assign different lists of colors to trees of 5;

thatare close. In particular, if Band B’ are two consecutive
trees of B; that are assigned the same color group, ROTATE
assigns lists of colors to the trees such that list(B) =

{fo, f,-+, fertandlist(B') = { fi, fo, -, fe}. Thus, if fis
the color assigned to the last node of the first segment of L,
then fisused in the first 2" segments of L and afterwards it
is never used until segment ¢+ 1.

In general, if we group the segments of L into sets
of ¢ consecutive segments, the number of conflicts in
each set being at most 2" Thus, the total number of
conflicts is

(=) (%) -olriem)

Theorem 8. For each pair of positive integers D and c, algorithm
LABEL-TREE yields mappings of binary trees on M memory
modules such that

D
Cost(LABEL-TREE, C(D, ¢), M) = O| ——— .
Proof. Let C € C(D,c) be a composite template, and let
Cy,Cy,---,C, be the components of C. Recall that each

C; is an instance of an elementary template of size at
most D.

By Lemma 7, each component C; is colored by LABEL-

TREE so that the number of conflicts on C; is

o[z

—D Thus, the number of conflicts on C' is

([t ) = (e <)

7 CONCLUSIONS

In this paper, we have presented several strategies for
mapping complete binary tree data structures onto parallel
memory systems and evaluated each strategy with respect
to three criteria: 1) the number of memory conflicts that can
occur when a parallel access to the data structure is
performed, 2) the number of elements that can be accessed
in parallel, and 3) the complexity of the addressing scheme.
We have also shown that interesting trade-offs exist
between these criteria. In fact, it is not possible to guarantee
conflict-free access to both subtree and path templates of
size equal to the number of memory modules. On the other
hand, it is possible to have conflict-free access to subtrees
and paths of size K if there are at least 2K — log K memory
modules.

Moreover, when considering parallel access to templates
obtained by composition of subtrees, paths and levels, we
have shown that there exists a trade-off between the
number of conflicts and the complexity of the addressing
scheme, measured in terms of the time needed by a
processor to compute the address of a node in the memory.
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